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Abstract

We present an overview of the CALICE activities on calorimeter development for a future linear collider. We report on test beam analysis results, the status of prototype development and future plans.

*A complete author-list can be found in Appendix 1.
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1 Introduction

The CALICE collaboration pursues the development of highly granular calorimeters for a future e+e− linear collider, based on the particle flow approach for optimal overall detector performance.

The collaboration consists of 57 institutes from 17 countries in Africa, America, Asia and Europe and has 336 physicists and engineers as members. Since the last review in 2007, the following institutes joined the collaboration: Tsinghua University, Beijing, University of Bergen, CERN, Kyungpook National University, Daegu, University of Kansas, University of Louvain, Max-Planck-Institute of Physics, Munich, University of Rabat and Casablanca, University of Tsukuba, University of Wuppertal.

We follow different technological options for electromagnetic and hadronic calorimeters in each case. Most of them are candidates for both particle flow based ILC detector concepts, ILD and SiD, and for a detector at a multi-TeV linear collider such as CLIC. Our aim is to cover an as broad as possible range of options with prototypes and test them in particle beams, thereby maximizing the use of common infrastructures like mechanical devices, ASIC architecture or DAQ systems. We work as much as possible in a common software and analysis framework, in order to ease combination and comparison of test beam data, and to achieve a common understanding of strengths and weaknesses of the options under consideration.

The major part of the effort is focused towards presenting realistic proposals for the detector concept reports of the ILC technological design phase 1, which is due in 2012. This is closely coordinated with the detector concept groups. Realistic proposals must have the performance established in test beams, and the designs must demonstrate the scalability towards a full detector and provide estimates for dead regions occupied by services and support, as well as a solid basis for costing. Given the yet uncertain schedule and energy range of the future collider, we also pursue developments which reach a similar maturity only at a later stage.

The development of calorimeter prototypes generally proceeds in two steps. Physics prototypes provide a proof-of-principle of the viability of a given technology in terms of construction, operation and performance. In addition they are used to collect large data sets for the study of hadronic shower evolution with high granularity and the test of shower simulation programs, and for the development of particle flow reconstruction algorithms with real data. Technological prototypes address the issues of scaling, integration and cost optimization. Due to the different response of different active media to the components of hadronic showers, the physics prototypes are needed for each active material under consideration. Technical prototypes are needed for each technology, but the effort can be kept reasonable by using common building blocks, and by addressing large area and multi-layer issues separately without instrumenting a full volume.

CALICE has completed data taking with physics prototypes of a silicon based ECAL and scintillator based ECAL and HCAL; the test of a gaseous digital HCAL is under preparation. Test beam data analysis is shifting emphasis from establishing detector performance and understanding to shower model validation and reconstruction development. Various technological prototypes are at the stage of commissioning, establishing the read-out chain and exposing detector elements to beam, in preparation of beam tests with larger structures in the next years.
2 Test beam analysis results

2.1 Test beam campaigns

In the years 2008 and 2009 the CALICE collaboration successfully commissioned and operated four calorimeter prototypes in the MTBF beam-line at FNAL (Chicago). The detector chain consisting of the silicon-tungsten electromagnetic calorimeter (Si-W ECAL), the scintillator-iron analogue hadronic calorimeter (AHCAL) and the tail catcher and muon tracker (TCMT) had already been previously tested at the SPS (CERN) in the years 2006-07. The Si-W ECAL is a 30 layer sandwich structure with 1x1 cm$^2$ cell segmentation. The AHCAL is a 38 layer structure with minimum cell size of 3x3 cm$^2$. A new type of ECAL based on scintillator strips (4.5×1 cm$^2$) and tungsten absorbers (Sc-W ECAL) replaced the Si-W ECAL during two test beam campaigns in September 2008 and May 2009. In total four campaigns were supported by CALICE at FNAL, each of about 6 weeks. Fig. 23 shows a step of the installation of the CALICE set-up at FNAL, next to an open active layer of the AHCAL prototype.

In addition to these combined campaigns, several smaller beam test runs were performed for individual detectors and the results from these are described in the relevant sections.

The detectors were commissioned making large use of the charge injection and LED monitoring systems. In all four campaigns the commissioning phase took no longer than one week. The equalization of the cells’ response was performed in situ using dedicated calibration runs using a 32 GeV muon beam. The physics program covered with both detector configurations included electron runs in the energy range 1–30 GeV, pions runs at 1–60 GeV, and proton runs in the range 10–60 GeV. Particular interest for the physics program was to cover the region 1–6 GeV not covered at the CERN SPS. In addition the Sc-W ECAL program included special π$^0$ runs, in which the π$^0$ were generated by firing a 16–32 GeV π$^-$ beam at an additional target on the beam-line, immediately in front of the detector.

Data were collected for both detector configurations under an incident beam angle of 90 degrees to the detector planes (default configuration, zero rotation) and in inclined positions of 80, 70 and 60 degrees, making use of the movable stage support hosting the ECAL and HCAL detectors. In addition, $x-y$ scans were performed to study uniformity of response as a function of the beam impact point on the detector surface.

A total of 87 million events were collected in the configuration including the Si-W ECAL, and 75 million events in the configuration including the Sc-W ECAL.
Figure 2: (Left) ECAL response (in MIPs) as a function of beam energy. A linear fit is superimposed. (Right) energy resolution as a function of $1/\sqrt{E}$, comparing data and simulation. A linear fit to data is shown.

2.2 Si-W ECAL performance

A description of the SiW ECAL physics prototype follows in section 3. The Si-W ECAL was operated in the CERN beam tests in 2006-7, and in the first stage of the FNAL tests in 2008. It was exposed to beams of muons, electrons and hadrons. The muon data were used as the basis of detector calibration, so that recorded signals could be converted into minimum ionising particle (MIP) equivalents. The commissioning and calibration procedures have been described in some detail in [1].

Some studies of the response of the ECAL to electron beams using the 2006 data have been published in [2]. Events are selected which lie well away from the edges of the test module and far from the inter-wafer gaps, in order to produce a clean sample for comparison with simulation. In Fig. 2 we show the measured response and energy resolution as a function of beam energy. The response is linear to better than 1%, though with a small offset from the origin, which is largely predicted by the simulation. The energy resolution is in agreement with that predicted for this configuration.

Many further studies using the ECAL data are in progress, for example tests of uniformity using a transverse scan of the detector in 2007, measurements of transverse and longitudinal shower profiles, and of position and angular resolution. Several of these have been presented in conference talks. Studies are also under way of the ECAL response to hadrons, which complement those using the HCAL. In particular, the high granularity and short radiation length of the ECAL permit interesting studies of the primary interaction in hadronic showers to be made (see Fig. 3).

2.3 AHCAL performance

The completely instrumented AHCAL (described in section 6) was exposed to muon, electron and hadron beams in 2007-9, both with and without an ECAL in front. Muons were used for calibration. An important test of our understanding of the calorimeter is to check the response to electrons with no ECAL in front of the AHCAL. The energy density in electromagnetic showers is particularly large, so this is a good test of the important SiPM saturation
Figure 3: Monte Carlo simulations of the longitudinal energy profiles of 8 GeV $\pi^-$ showers in the Si-W ECAL for ten different physics lists in GEANT4. The energy is broken down into the contributions from $e^+/e^-$ (cyan), “mesons” (red – $\pi^\pm$, $K^\pm$, $\mu^\pm$), protons (green) and “others” (yellow – mainly nuclear fragments). The ECAL granularity is clearly sufficient to offer sensitivity to these separate components, whose contributions differ between models, through their longitudinal development.
corrections, and other effects [3]. In Fig. 4 we show the deviations from linearity of the electron response as a function of beam energy. Linearity better than 2% is obtained for electron energies up to 50 GeV. The energy resolution for electrons is also shown.

The transverse and longitudinal energy profiles of hadronic showers are important characteristics, which will be expected to influence the performance of particle flow algorithms. They can also be used to discriminate between Monte Carlo models. An example is shown in Fig. 5, which is based on measurements of the transverse shower profiles for pions, from which the mean shower radius and the radius for containment of 95% of the shower energy are extracted [4]. These are plotted against beam energy, and compared with the predictions of three of the many “physics lists” available in GEANT4. We note the need for caution in drawing hasty conclusions about the merits of different models - the model which describes one observable best may perform less well for a different variable, or at a different energy.

The longitudinal shower profile is important for particle flow, and can also be a useful discriminator between hadronic models. In order to make a sensitive measurement, it is helpful to deconvolve the distribution of shower starting points from the form of the subsequent shower development. We therefore developed an algorithm to identify the primary interaction point in the HCAL, and then measure the energy profile of the shower starting from this point. Typical distributions [5] are shown in Fig. 6, for pions of 10 and 80 GeV, and compared with a few GEANT4 physics lists. None of the simulations is perfect at all energies, and the LHEP model seems particularly unsuccessful. Work on studying the longitudinal shower development as a
function of radius is also ongoing.

2.4 Combined performance

The CALICE calorimeters are non-compensating, i.e. they have different response to electrons and hadrons. However, because of their high granularity, it is often possible to identify the various components within a shower, and then weight them appropriately. One example of such “software compensation” is illustrated in Fig. 7. In this study, we exploited the fact that the electromagnetic components in a shower tend to have higher energy density. Accordingly, cells are given different weights depending on their energy. We optimized these weights (in a parameterised form) so as to optimise the energy resolution. As seen in Fig. 7 (taken from [6]), the energy resolution for single pions can be improved from over $\sim 60\%/\sqrt{E}$ to just below $50\%/\sqrt{E}$. A potential danger of this approach is that it might affect the linearity of the response, but in fact we find the linearity is slightly improved as well. There is clearly scope for many future studies along these lines.

2.5 Sc-W ECAL performance

A small prototype of the scintillator-tungsten ECAL was tested in stand alone mode at DESY in 2007. This was followed by full-scale beam tests at FNAL in 2008 of a module of the same size as the Si-W prototype, with the AHCAL and TCMT behind. The scintillator was in the form of strips of size $\sim 4 \times 1 \text{ cm}^2$, read out by MPPCs via wavelength-shifting fibers. Some of the first results of these beam tests [7] are shown in Fig. 8. At the present stage of understanding the data, the response to electrons is linear to better than 5%. An improved treatment of various corrections (temperature, for example) can be expected to improve this. The energy resolution is also shown, and is rather comparable to that of the Si-W ECAL.

3 Silicon-tungsten ECAL: Si-W ECAL

3.1 Physics prototype

A small detector prototype, the “physics prototype”, was developed in order to study the physics performance of a sampling electromagnetic calorimeter suitable for use in detector at a future Linear Collider. The detector was designed to satisfy the requirements of the Particle Flow approach to event reconstruction, in particular a compact size, small Molière radius,
Figure 7: Energy resolution (above) and energy response (below) for pions as a function of pion energy, comparing the results with and without “software compensation”. The plots on the left are for showers confined in the AHCAL, while those on the right used the full ECAL/AHCAL/TCMT system.
high granularity. A 30–layer sampling calorimeter design was chosen, with three different sampling fractions, finest in the first layers and coarser in the latter layers. Tungsten was used as absorber material due to its small Molière radius and large interaction to radiation length \((\lambda_I/X_0)\) ratio. The active layers were made of 525 µm thick silicon sensors, segmented into cells of 1 × 1 cm², giving the high granularity required for the particle flow approach.

These silicon detectors were mounted on printed circuit boards which channelled the signals to the front-end readout chip, mounted on the same PCB outside the detector volume. Two PCBs were mounted on each side of an “H”-shaped detector slab which also incorporated a layer of tungsten. These detector slabs were then inserted into an alveolar supporting structure composed of a carbon fiber-epoxy composite material, also incorporating the other half of the tungsten absorber layers.

3.2 Operational experience with physics prototype

This ECAL prototype was exposed to test beams in 2006-07 (at CERN) and 2008 (at FNAL). Several hundred million events were collected in total, comprising a mixture of calibration events and beam events with different particle species and momenta. Beams of electrons, positrons, muons, pions and protons were used at a range of momenta between 1 and 180 GeV/c. The detector ran stably over this three year operation period, in terms of calibration, energy response and linearity. No adverse ageing effects were observed.

In the next generation ECAL prototype (see below) the front end electronics will be placed inside the detector volume. A concern is that the electronics chips might produce spurious signals when they lie in the centre of a dense electromagnetic shower. To test this, a special detector slab was prepared, consisting of four readout chips, without any silicon wafers. This layer was placed into the physics prototype structure at the depth of the electromagnetic shower maximum, and exposed to high energy electrons. An analysis of the resulting data has shown that there are no effects of fake signals due to this effect.

3.3 Physics prototype detector performance

The electron data collected have been used to measure the detector performance, as described in Sec. 2.2.
Figure 9: Diagrams (upper) and photos (lower) showing the alveolar support structure (left) and detector slab (right).
Several inconvenient features were encountered in the operation of the detector. Some chips showed unstable pedestal values during the running period, requiring offline corrections to be applied to the data. This feature was understood, and will be remedied in future designs.

An interesting problem was observed when an electron deposited energy in the guard ring (a structure at the edge of the silicon sensor which protects against high voltage breakdown). The deposited charge propagates around this structure, which, via the coupling between the guard ring and adjacent cells, produced events containing distinctive square shapes, with signals seen in all the cells at the sensor edge (see Fig. 10). This feature of the sensor has prompted R&D to improve its design.

### 3.4 Conceptual issues for the technical prototype

The next stage towards the realisation of a final detector for a Linear Collider detector is the production of a technical prototype. This is conceived as a slightly smaller scale version of a single module of the final ECAL detector. It has the same shape as the ILD ECAL module design, the same number of layers, but somewhat smaller transverse dimensions (see Fig. 11).

This next generation of silicon detectors will have a granularity four times higher than in the physics prototype, with a cell size of $5 \times 5 \, \text{mm}^2$. To minimise the effect of dead areas at the edge of silicon sensors, larger $9 \times 9 \, \text{cm}^2$ sensors have been developed. The design of the sensors’ guard rings is under investigation to minimise the propagation of signals along the ring and the appearance of the so-called “square events”, mentioned above.
In contrast to the physics prototype, where the front end electronics was placed outside the detector volume, the technical prototype will have the electronics directly embedded in the PCBs which support the silicon detectors. This requires the design of ambitiously thin and complex PCBs, and studies of the bonding and encapsulation of unpackaged chips.

The front end chip must consume very little power to prevent massive cooling requirements. They should in particular make use of the ILC bunch structure, where beam is delivered to the detectors only \( \sim 1\% \) of the time. A power-pulsed design of the electronics will allow the chips to be powered for only the time when beam is delivered (plus some readout time), and will be powered down for the remaining \( \sim 99\% \) of the time.

The zero-suppressed, digitised signals from the front-end electronics are then passed to the common CALICE DAQ system (see Sec. 10).

### 3.5 Status and plans for the technical prototype

To study the fabrication of the tungsten-composite mechanical alveolar structure, an intermediate step, a three-layer “demonstrator” module has been constructed (Fig. 12). This allowed the study of composite layer manufacture, cutting and finishing, as well as the assembly of the various layers into a final structure, together with tungsten plates and the thick composite back- and front-plates which provide the rigidity of the module. The manufacture of this module was a success, and the measured dimensions of the module satisfy the mechanical requirements. The ECAL will be fixed to the inner surface of the HCAL via a system of rails on the outer face of the ECAL modules. The demonstrator module incorporated such rails.

Work has recently started on the manufacture of the larger alveolar layers for the technical prototype. A first layer has been constructed using new moulds to reflect the larger size of the detector slabs for this prototype.

Research and development of the silicon sensors is in progress. Forty \( 9 \times 9 \text{ cm}^2 \) wafers with \( 5 \times 5 \text{ mm}^2 \) pixels have been supplied by Hamamatsu. A number of these sensors have been tested and show satisfactory performance. An ongoing collaboration together with OnSemi and the Institute of Physics (Prague) is studying the design of the guard rings to minimise the occurrence of “square events”. A number of small test sensors have been produced with different guard ring structures. Tests show that these designs do indeed reduce the propagation of signals around the wafer edge.

In the medium term, links will be forged with further industrial partners. This will introduce an element of competition to the sensor production, which should help to reduce the sensor cost, which is at present uncomfortably high when a complete ILC detector ECAL is considered. The EUDET ECAL module will be instrumented with sensors from a number of
different producers.

The construction of the detector slabs is under study. A long string of up to $\sim 10$ Active Sensor Units (ASU, the PCB supporting the silicon detectors) must be connected together. This connection is both mechanical and electrical - to supply power and send and receive data to the front-end chips. There are strong constraints on the available space for these connections, so a very thin, mechanically and electrically robust system is under design. A dedicated assembly bench has been produced, which allows safe and well controlled manipulation of the delicate ASU elements. Studies of ASU connection are underway.

The front-end chips are being designed. The EUDET module will be equipped with SKIROC2 chips, see Sec. 9. Since these are not yet available, in the meantime tests will be carried out using the SPIROC2 chip. This chip can be operated in a “SKIROC mode”, in which its behavior is rather close to that envisaged for the SKIROC2 chip; however it has a smaller number of channels than the SKIROC2 chip, allowing only a subset of silicon cells to be read out. The operation of this chip in SKIROC mode has been tested on an electronics test-bench, and shows the expected characteristics.

The design of the PCB is under study. The PCBs for the technical prototype will, in contrast to the PCBs used in the previous prototype, will hold the front-end chips inside the detector volume. The space available for the PCB is limited, to avoid degrading the detector performance; it must have a height of not larger than 1.2mm. This constraint places particular emphasis on the integration of the chips onto the PCBs and on how they are bonded. A functional version of the board with relaxed requirements on the thickness has been manufactured, and is being tested. Further prototypes are being designed and submitted to manufacturers.

A cosmic test-bench is under preparation, which will allow the whole chain of sensors, PCB, front-end electronics and DAQ system to be tested and debugged.

The removal of heat produced in the front-end electronics from the detector structure is essential for the integration of the ECAL into the general detector. At present a 500 $\mu$m sheet of copper extends along the length of the detector slab, acting as a thermal drain. The heat is extracted from this copper drain at the end of each module by a water-cooled system. Several possible designs for this system are under consideration, and a number of prototypes have been built.

We plan to instrument a $18 \times 18 \text{ cm}^2$ tower of the next prototype (consisting of 30 layers) with sensors. One long detector slab will be prepared, to allow the testing of signal propagation along the entire $\sim 1.5 \text{ m}$ length of a detector slab. The remainder will be composed of short detector slabs, each holding $2 \times 2$ silicon sensors per layer. The detector will be gradually instrumented as silicon wafers become available. A series of cosmic and beam tests will allow tests of the whole detector system, even with a partial complement of silicon elements. Combined tests with other detectors (HCAL, tracking, muon) are foreseen as part of the CALICE program.

4 Scintillator-tungsten ECAL: Sc-W ECAL

The scintillator ECAL group which consists of 4 universities from Asia, Kobe, Kyungpook, Shinshu and Tsukuba, is developing an EM calorimeter with tungsten absorber and scintillator strips according to the idea of PFA. In order to satisfy the requirements of PFA, the ECAL is expected to have fine segmentation of the order of a cm. To achieve this with scintillator we arrange plastic scintillator strips with 1cm width orthogonally in successive layers. A strip is read out by a small silicon photo-sensor called MPPC via a wavelength shifting fiber inserted in a hole in the scintillator strip.
An example of integration of the system as a calorimeter, we produced a small prototype which was tested at the DESY test beam in 2007. Then we have constructed a four-times bigger physics prototype and tested it at FNAL in years ’08-’09.

4.1 Operational experience with the physics prototype

We have constructed a 26 layer Sci-W ECAL with 18 strips/layer. The detector has a sandwich structure of 3.5 mm tungsten and 3 mm scintillator. The absorber layer is composed of 88% tungsten, 12% cobalt and about 0.5% carbon, and has Moliere radius of 10 mm. The scintillator layer has 9 × 2 scintillator strips of size 4.5 × 1 cm$^2$. In successive scintillator layers, the strips are alternately aligned vertically (X layers) and horizontally (Y layers). The scintillation light is read out by MPPCs (produced by Hamamatsu Photonics Co.). The MPPC consists of a matrix of micro APD pixels of 25 µm$^2$. The total number of pixels in a device is 40 × 40 = 1600 pixels in 1 mm$^2$. The structure of the Sci-W ECAL test module is shown in Figure 13.

The MPPCs are mounted in a hole in the end of each scintillator strip and soldered to a flat cable. Signals from the MPPCs are fed into the AHCAL baseboard through the flat cable. Figure 14 shows a photograph of the Sci-W ECAL test module mounted in the beamline. The size of the entire module is about 9 × 9 × 20 cm$^3$ and the total number of readout channels is 468.

The module was tested at DESY with positrons at energies between 1 and 6 GeV. We use a combination of trigger and veto counters to trigger events. The trigger counters consist of a 3×3×1 cm scintillator block read out by two photo-multipliers. Two trigger counters and one veto counter were installed in the beamline upstream of the ECAL module and used to select 1 MIP events. One veto counter was located downstream of the ECAL and used to select positrons which do not shower during their passage through the ECAL when active layers were exposed outside the absorber structure. Such MIP events are used to calibrate the detector response.

Each strip was calibrated by these MIP events. Four layers of drift chambers were placed in the beamline to perform precise particle tracking. Each drift chamber layer has both x and y wires. The ECAL test module was mounted on a movable stage, allowing it to be moved with 0.1 mm accuracy in the plane transverse to the beamline.

The energy response of the calorimeter is shown in figure 15 (left) which indicates good
The resolution is also derived from these measurements as shown in Figure 15 (right). The structure of the Sci-W ECAL test module is shown in Figure 13.

The red dots and red line are corresponding to the extruded scintillator which was introduced at the first time for this test. The difference is expected from a simulation to be due to the non-uniformity of strips along the wave length shifting fiber, which is measured as shown in figure 16.

In this test beam experiment we have employed three different types of scintillator from two different manufactures. The direct and fiber readout scintillator are made by Kuraray, and the extruded strips are produced by Misung CO. in Korea. The non-uniformity is clearly larger for extruded ones. Since the cost of the scintillator for the extruded is quite low, we decided to improve the performance for the extruded in Korea for the next beam test at FNAL.

Subsequently, we have built the Sci-W ECAL with MPPC and extruded scintillator with 4 times bigger volume, which is shown in figure 17.

The second Sci-W ECAL prototype incorporates the improvements suggested by the results of the first test beam experience, although keeping the readout scheme and electronics. It is 18×18 cm$^2$ in lateral size and composed of 30 layers. The number of radiation lengths of this calorimeter is 21 $X_0$, although the same tungsten plates were employed. A scintillator layer consists of 4×18 =72 strips of 1×4.5 cm$^2$ with 3 mm thickness. Even layers have X-strip and odd layers have Y-strips with WLSF read out covered by a good reflector film of KIMOTO CO.. This prototype has been tested during two comprehensive beam test periods at FNAL, in Sep. 2008 and May 2009. The prototype was operated together with the AHCAL and the TCMT to evaluate the combined performance of calorimeters within the framework of CALICE. Electron and charged pion beams with an energy between 1 GeV and 32 GeV were used. Beams were injected into the central region and uniform region, to confirm the improvement in uniformity of scintillator response. The detector was calibrated using a 32 GeV muon beam.

Using muons as minimum ionizing particles the MIP calibration constants for 2160 channels is 160 ADC counts. It is a factor 10 larger than the corresponding standard deviation of the pedestal which is 15 ADC counts. The statistic uncertainty of the MIP response on each

Figure 14: Small size Sci-W ECAL prototype installed at the DESY test beam.
Figure 15: Linearity (left) and energy resolution (right) of the small prototype of Sci-W ECAL tested at the DESY test beam.

Figure 16: Measured non-uniformity of various scintillator strips used in the Sci-W ECAL.

Figure 17: Sketch (left) and picture (right) of the large Sci-W ECAL prototype installed in the FNAL test beam area.
Figure 18: Sketch of the laboratory set-up used to determine the MPPC response function to light.

channel is less than 0.6% even in the worst channels. There are five dead channels due to broken photo-sensors or too high levels of background noise. The contribution of the dead channels to the energy measurement is negligible.

The MPPC response has a saturation behavior according to its intrinsic property. Thus a saturation correction for each MPPC must be implemented. We have measured the saturation effect of the MPPC using a simple bench test in advance to perform the beam test. Figure 18 shows the setup of the response curve measurement using pico-second laser system, the scintillator-strip and the MPPC.

The measured MPPC response function is modeled with the function, \( N_{\text{fired}} = N_{\text{pix}} (1 - e^{-N_{\text{in}} / N_{\text{pix}}}) \), where \( N_{\text{fired}} \) is the number of photons detected by the MPPC, \( N_{\text{pix}} \) is the total number of pixels on the MPPC, \( e \) is the photon detection efficiency and \( N_{\text{in}} \) is the number of photons incident in the MPPC sensitive area. From the fit to the curve in Figure 18, one finds \( N_{\text{pix}} = 2424 \pm 3 \). The actual number of pixels in the MPPC device is 1600. The higher value found for \( N_{\text{pix}} \) is due to the fact that photon generation in the scintillator has a time duration which allows some pixels to recover and fire a second time. After applying saturation correction according to our own measurements the linearity of the electron energy response in the range 1-32 GeV is better than 1%.

4.2 Further plans for R&D and integration

The results obtained during the three beam test campaigns and with test bench studies indicate that the Sci-W ECAL fulfills the requirements for a particle flow detector. However, further improvements are expected by introducing MPPC with more pixels, and scintillators with smaller strip width. Our further R&D for the coming years (2010-2012) will cover the following points:

(1) software effort: integrate Sci-W ECAL in the reconstruction and analysis framework of CALICE.
(2) integrate of electronics inside the sandwich layer structure,
(3) increase the scintillator segmentation to 5 mm wide strips,
(4) increase the number of pixel in the MPPC.
5 Digital ECAL: DECAL

5.1 Concept

Studies based on the concept of a digital ECAL (DECAL) started in 2006. The groups involved so far have all been based in the UK and, due to the serious funding difficulties for ILC work there, the project has been limited in effort. Since 2008, the groups involved in the DECAL work are also members of the UK SPiDeR collaboration, as the sensor implementation is likely to use Monolithic Active Pixel Sensors (MAPS) in CMOS. Hence, the technological aspects of the sensor design are covered in the SPiDeR submission to this PRC meeting [13].

The basic idea of a DECAL is to use very fine granularity silicon sensors with binary pixel readout for the active layers of a silicon-tungsten ECAL, so as to make an estimate of the number of charged particles in each layer. These sensors would be used in place of the analogue ECAL silicon wafers but otherwise the aim is that other aspects of the ECAL design, such as the mechanics, would be unchanged. This would allow the DECAL to be a “swap-in” option for a silicon-tungsten ECAL. Note, it also means such a sensor would need to have a similar power consumption to the analogue ECAL.

In order to count charged particles with binary readout, then the pixel size must be much smaller than the separation of particles within the showers so that the probability of two particles hitting the same pixel is kept small. According to simulations, the density of charged particles in the innermost core of the highest energy electromagnetic showers expected for a LC may have a tail reaching to around 100 mm$^{-2}$. However, high energy electromagnetic showers have not been measured accurately at a high level of granularity. Knowledge of the actual shower density is clearly critical for the optimisation of the pixel size and this is one of the major initial aims of the DECAL work. For the studies performed so far, a pixel size of $50 \times 50 \mu m^2$ has been assumed. This would require an ECAL for a LC detector to have $\sim 10^{12}$ pixels.

5.2 Motivation

One basic motivation for a DECAL is that there is potentially a significant improvement in the electromagnetic shower resolution. ECALs usually work on the principle that the number of charged particles passing through each layer is on average proportional to the incident particle energy; there are fluctuations around this average due to the stochastic nature of the shower development. These charged particles lose energy in traversing the sensitive layers of the ECAL and the energy loss per particle also has fluctuations, mainly due to the Landau distribution of energy deposited but also due to variations in their speed and path length through the material. An analogue ECAL therefore has contributions to the energy resolution both from the intrinsic shower fluctuations and also from the variations of the energy per charged particle. The basic idea of a DECAL would be to reduce (or eliminate) the latter contribution by attempting to measure the number of charged particles directly. Figure 19 shows an example of the fundamental resolution of electromagnetic showers simulated with an analogue and a digital calorimeter of the same geometry. In this example, the ECAL had 20 layers of tungsten of thickness $0.6X_0$ followed by 10 layers of thickness $1.2X_0$ for a total of $24X_0$; these are typical of LC designs. In both cases, the resolutions shown are “ideal”, meaning they are based on perfect information with no dead regions, electronics noise, threshold suppression etc. It is thought that a realistic analogue ECAL will approach this idealised value and the purpose of the DECAL studies is to determine the degree to which this is true for the digital case. Simulation studies so far indicate a degradation in the stochastic term from 0.128 to around 0.14; this is still better than the ideal analogue case. A major uncertainty in this more realistic resolution is the core shower density, as mentioned above; hence the need to measure
Figure 19: Simulated resolution of electromagnetic showers in ideal analogue (green) and digital (red) ECALs with the same geometry. The lines show the results of fits to the points of the form $\sigma_E/E = a + b/\sqrt{E}$ in GeV which give $a = 0.9, b = 0.128$ for the digital case and $a = 1.1, b = 0.160$ for the analogue case.

Figure 20: Simulation of the same hadronic jet in the SiD detector with (left) an analogue ECAL with 16 mm$^2$ hexagonal pads and (right) a digital ECAL with 50 × 50 $\mu$m$^2$ pixels.

The LC detector calorimeter designs are mainly driven by PFA performance, rather than electromagnetic resolution; the latter plays only a small role in the jet energy resolution which is more significantly affected by the “confusion term” due to mis-association of charged tracks and calorimeter deposits. Systematic studies of the effect of having a very highly granular DECAL rather than an analogue ECAL on the PFA performance have not yet been done. However, figure 20 shows visually the difference of the two in a simulated ILC hadronic jet. It seems clear the much improved position resolution (from around 5 mm to 50 $\mu$m) should not degrade the PFA performance and can only help in untangling the detailed jet structure.

A further motivation for these studies is the ECAL cost. A silicon-tungsten ECAL for a LC detector is likely to require around 2000 m$^2$ of silicon wafers in total. The cost of these silicon wafers is of course an extremely important factor. The analogue ECAL requires high resistivity wafers which are not otherwise very widely used. This limits the number of vendors who will fabricate such wafers. In contrast, the aim is to make DECAL sensors using very standard CMOS processes which are widely available. Having a large number of vendors for the sensor production should help keep the price as low as possible.
5.3 The TPAC beam test at CERN

The TPAC sensor was fabricated to study the issues of a DECAL sensor for a LC detector. A stack of six layers with one TPAC sensor per layer was operated at CERN in August this year mainly for detailed performance measurements with MIPs. Figure 21 shows the equipment at the beam area. Details of the TPAC sensor and the results from these MIP measurements are discussed in the SPiDeR submission [13].

This sensor was not intended for full shower reconstruction as it has an active area of only $8.4 \times 8.4$ mm$^2$, smaller than the Molière radius of tungsten. Hence running with electron beams was not an intended goal of this beam test, particularly as the TPAC stack was running parasitically to other main users who did not require electrons. However, an unexpected opportunity for one day arose and the stack was exposed to electron beams. For these runs, a 30 mm stack of tungsten was added in front of the first sensor layer. This corresponds to $8.6X_0$ of material, meaning the particles emerge at close to shower maximum. There was no further tungsten between the six sensor layers. These data allow a first look at the core densities of electromagnetic showers. Figure 22 shows the much larger number of hits seen in time with the trigger for the electron data than with pions.

The shower centre was reconstructed by taking the average position of all pixel hits in time with the trigger in the last five layers. By comparing the centre found using various combinations of layers, the resolution on the shower centre using the five layers was found to be around 0.8 mm. The shower centre was extrapolated to the first sensor layer and the density of hits in this layer relative to the reconstructed centre was found. Figure 22 also shows the average density distribution for electron showers. Note, the dense core of the shower is averaged out to some extent by the resolution of the shower centre and the tail is truncated by the size of the sensor.

5.4 Future plans

In the short term, it is critical to make further measurements of the core shower density. It is clear external tracking would help locate the shower centre much more accurately and so a further beam test early in 2010 is planned at the electron beams at DESY where the EUDET telescope will be available. The DESY electron beams are limited to 6 GeV so another beam test at CERN may be undertaken, if a slot is granted, later in 2010.

Longer term, a larger sensor will be produced to do a “physics prototype” measurement of electromagnetic showers in a full-depth DECAL stack. The development of this sensor is part of the SPiDeR program and the technical aspects are discussed in that submission [13]. The schedule is to produce a 30 layer DECAL stack in 2012 and expose it to beam in a lengthy
campaign that year, of equivalent scope to that of the analogue ECAL in 2006/7.

The main aim of this program is a proof-of-principle of a DECAL. These measurements should also give valuable physics information on electromagnetic showers, useful for tuning simulations. In addition, the data will give critical information required for the optimisation of a real LC detector digital ECAL sensor in the future. Specifically, the pixel size is a critical factor; if the DECAL sensor measurements show the pixel size can be relaxed to e.g. $100 \times 100 \, \mu m^2$, then the power consumption would be directly reduced by a factor of four. The effect of noise on the resolution should also be understood so slowing the pixel response (to again save power) may then be an option if integrating over a few bunch crossings can be shown not to degrade the performance. Another issue is that the on-sensor memory storage causes dead area so the importance of reducing this, potentially using smaller feature size processes, compared with the risk of filling memory and hence losing hits, will be clearer.

6 Analogue HCAL: AHCAL

6.1 Performance of the physics prototype and operational experience

The analog hadron calorimeter prototype (AHCAL) consists of a 38-layer sandwich structure of steel plates ($4.5 \, \lambda$ and fine-segmented scintillator tiles ($3 \times 3 \, cm^2$ in the core region) that are read out by wavelength-shifting fibers coupled to SiPMs. There are 7608 channels in total.

The signal is amplified and shaped using a modified version of the ASIC of the Si-W ECAL prototype. A calibration/monitoring system based on LED light monitors the SiPM gain and can measure the full SiPM response curves in order to cross-check the non-linearity corrections derived from test bench data.

The prototype has been operated for four consecutive years at two different test beam sites. The bias voltage of the detector is adjusted to set nominal light yield to 15 pixels/MIP for all channels. The average noise level per cell during the different test beam campaigns has been around $(1.3-2) \times 10^{-3}$ as expected from the test bench, but about a factor 10 higher than the final design goal. This is the first time that such a large quantity of SiPMs is operated over longer periods. The detector had an initial number of dead channels corresponding to 2% of the total. An additional 0.5% of channels died during transportation to FNAL. The large majority of these are due to bad soldering or subsequent broken connection. A detailed study of SiPM performance over two years of operation (’07-’08) reveals that this number has been very stable during operation. Only 5 SiPMs died during operation, possibly due to
too high current induced by surface defects. The SiPM used in the CALICE AHCAL thus demonstrated excellent stability during four months of operation.

### 6.2 Calibration and stability

The calibration scheme for the conceived scintillator HCAL is based on test bench characterizations and test beam data. While electromagnetic, hadronic and weighted energy scales can be established with sample structures of the HCAL alone or in conjunction with the ECAL exposed to beams of muons, electrons and hadrons, the equalization of the detector cells must be established with muon beams for all active layers of the detector individually. Due to the proposed deep underground site, the power pulsed electronics and the fine segmentation, cell equalization cannot be repeated using cosmic rays.

The calibration accuracy is maintained using LED monitoring of the photo-sensor gain, in-situ MIP calibration based on track segments in hadron showers and classical slow-control recording of the relevant operation parameters, temperature and bias voltage. These methods have been successfully applied to test beam data.

Simulating ILC events and using algorithms bench-marked with test beam data, we have quantitatively determined the required luminosity for in-situ MIP calibration of individual cells and of average values for sub-sections of the detector. A cell-by-cell MIP calibration is not possible with realistic running times, but it is also not necessary. Using fully detailed simulations of the ILD detector and reconstruction based on the Pandora particle flow algorithm [8], we have modeled different scenarios of statistically independent as well as coherent mis-calibration effects, affecting the entire HCAL or parts of it. Purely statistical variations, like those arising from calibration errors or random aging effects, hardly affect the hadron energy resolution at all, due to the large number of individual cells contributing (10 per GeV). Coherent effects which could for example arise from uncorrected temperature variation induced changes of the response are potentially more harmful if they affect a large portion of the detector. However, these are also easy to detect, and propagate only mildly into the jet energy resolution.

We have demonstrated the validity of these simulation based [10] estimates by treating our test beam experiment like a collider detector, using cell-by-cell inter-calibrations only from data taking at a different site, under different conditions and after having it exposed to disassembly, transport and re-assembly influences. Applying only in-situ monitoring techniques, we re-established the scale and reproduced the resolution; see the right plot in Fig. 24.
Figure 24: Event display of a hadron showers with identified track segments uses for in-situ MIP calibration. Hadron energy resolution obtained with MIP calibration from the same and from a different test beam site, transported with in-situ methods only.

The constant term is larger here than reported in the analysis section due to a preliminary set of calibration constants used. Imperfections, due to intermittent hardware malfunction, and absent in any simulation showed up, but were successfully compensated. This is an important outcome of the test beam runs at CERN and at FNAL; it gives confidence that the high granularity approach with the novel SiPM technology can be extrapolated to the full detector scale.

6.3 Development of a technological prototype

In order to validate the concept of a highly granular scintillator based HCAL, it needs to be demonstrated that the high channel density can actually be realized without compromising the performance by too many dead spaces or reduced compactness and hermeticity once readout and calibration electronics or support structures have been accommodated. In this respect the physics prototype is not scalable and needs to be complemented by a technological prototypes addressing these integration issues.

The envisaged detector architecture [9] is sketched in Fig. 25. It is inspired by one variant of the ILD detector concept, but is very similar to those envisaged for SiD or CLIC. The Figure shows one sector of a barrel subdivided only once along the beam axis. This layout provides access to electronics and service interfaces once the detector end-cap is opened, but poses tight space constraints to the barrel end-cap transition region.

Compared with existing hadron calorimeters, the particle flow HCAL has a rather fine longitudinal sampling, with a correspondingly high pressure on the thickness of the active layer gaps, but also on mechanical tolerances. This, together with the requirement of minimum dead zones represents an engineering challenge which is being addressed now.

There are 48 independent read-out layers which must be as thin as possible in order to keep the overall detector volume small, as it has to fit inside the main solenoid of the collider detector and still provide maximum hadronic absorption depth. Each layer has a fine transverse segmentation, again with individual cell read-out, which requires concentrating the data at an early stage in order to keep connectivity issues manageable and reduce dead areas occupied by external electronics components.

The readout ASICs process the signals including digitization and intermediate storage. Thanks to their operation with pulsed power synchronous with the accelerator time structure, no cooling inside the modules is necessary. Only interfaces to DAQ, power supplies and calibration control are placed outside the volume.
Figure 25: *Electronics integration architecture for the technological AHCAL prototype.*

Figure 26: *The two vertical (left) and the horizontal (right) mechanical structures for the technical HCAL prototype.*
We foresee a staged prototype program to validate this concept:

1. A horizontal test structure (Fig. 26 right) to establish the mechanical tolerances and electronics signal integrity over the full area and length of the module. Heat dissipation and installation procedures can also be studied in full scale.

2. A vertical test structure (Fig. 26 left) to establish the mechanical stability under various orientation and stresses as well as multi-layer electronics integration and operation. This can be tested with electron beams and requires instrumentation of a small volume only.

3. The vertical structures can be stacked in a flexible way, according to the needed overall test beam geometry, and their instrumentation completed for hadron shower studies.

The first two steps can be accomplished with about one to two thousand channels, the third will require about 40'000 channels. The multi-layer set-ups need a compact realization of the interface electronics components.

In addition to the demonstration, that the mechanical and electronics design challenges can be met, there are operational and physics issues to be studied, which could not be tackled with the physics prototype:

- Establish stable operation with auto-triggering and on-detector zero-suppression. This will require continuous monitoring of thresholds and in-time adjustment of bias voltages to compensate for temperature induced variations of the signal.

- The new ASICs incorporate a TDC for a time measurement of calorimeter hits. It must be shown that this system can be timed in and operated stably.

- The usefulness of the timing measurement for neutron hit identification and shower reconstruction can be evaluated.

- The time evolution of hadron showers in simulation models can be confronted with experimental data; for the first time in a spatially resolved way.

- The stainless steel structure allows for operation of the calorimeter in a magnetic field, and to test the predicted influence of the field on hadron shower propagation.

6.4 Mechanical structures

The module consists of stainless steel plates with 16 mm thickness which are supported only by the 5mm thick side panels, without additional spacers. The gaps can be filled completely with active elements.

The mechanical stability of this ambitious design has been extensively studied using finite element methods. Deformations of the individual module as well as the overall barrel structure were validated, taking external support and the suspension of the ECAL into account.

It is straightforward to keep the required tolerances by precisely machining all absorber plate surfaces. However, the cost would be higher by a factor 2 to 3 with respect to the raw material. Since cost optimization is an important ingredient in a "realistic" structure, we aim at producing the structures from raw, commercially available rolled plates. In particular the flatness of the plates, as specified by commercial standards, exceeds the requirements by intolerable amounts. We have prepared devices for measuring deviations and found a cost-effective solution (roller leveling) to achieve the required flatness within a millimeter across the full module.

The horizontal and two vertical test structures are shown in Fig. ???. The first has 4 plates, 2160 mm long, the second is 360 mm deep.
6.5 Readout and calibration electronics

The electronics is subdivided into HCAL Base Units (HBUs) in order to keep the single modules at reasonable sizes concerning production and handling. The HBU with a typical size of $36 \times 36 \text{ cm}^2$ integrates 144 scintillating tiles each with Multi-Pixel Geiger-Mode Photodiodes (MGPDs). The analogue signals of the MGPDs are read out by four front-end ASICs (SPIROC, [3]). The full depth of a sector is covered by 6 HBUs that are connected together by so called interconnection flexleads. A chain of 6 HBUs forms an electrical layer unit, the so called slab. At the end of the sector, the electronics of a detector layer are connected to the detector interface module DIF and the AHCAL specific modules for calibration (CALIB) and the power-supply module (POWER).

In order to keep the development time for the first prototype modules as short as possible, the first DIF module is realized by a commercial FPGA board. The modules CALIB and POWER are realized as mezzanine modules on top of the DIF, while the interface to the first HBU prototype is realized by the final thin flexlead interconnections via the CALIB module. The prototype setup shown in Fig. 27 can be used to test all electrical characteristics of a full layer in the horizontal test structure. The electronic commissioning has been completed using LED signals, and the first HBU prototype will be exposed to the DESY test beam in November. The DIF board will be read out via USB; the final DAQ chain will be commissioned in 2010, this can start with the FPGA board. There are still two SPIROC chips of the first version of the HBU, which have a thicker package, therefore a re-design of the board layout will be needed for the full layer test.

The AHCAL specific module CALIB is used to control and operate the light calibration system that is based on electrical signal distribution (see below) as well as a charge -injection system that can be used for calibration and debugging as well. The POWER module provides the supply voltages for the inner-detector electronics as well as for the modules DIF and CALIB, and the MGPD bias voltage. The architecture of the power regulator setup has been defined in detailed measurements of the power-pulsing characteristics. A settling time below $10 \mu \text{s}$ can be expected.

For the LED calibration and monitoring system we follow two approaches, one based on a central driver and optical signal distribution, one based on electrical signal distribution and an individual LED per tile. The latter is already integrated in the HBU, but not yet fully optimized. The aim is to equalize the light intensity and maximize its dynamic range.
6.6 Scintillator and photo-sensor development

Following the successful operation of the physics prototype, progress was made by various manufacturers, e.g. in Russia or Japan, to provide sensors with lower dark count rate and/or smaller inter-pixel cross-talk which allow to decrease the noise occupancy above threshold of $10^{-3}$ in the present prototype by an order of magnitude and thus fulfill the requirements from both physics (for neutron hit identification) and DAQ bandwidth. They will be used in the technological prototype.

For the coupling of sensors to scintillator and PCB different approaches are being followed, based on either wavelength-shifting WLS fiber mediated or direct read-out, which becomes possible with blue-sensitive photo-diodes. In the direct coupling case, the sensor is mounted either in SMD style with its sensitive surface in the PCB plane, or in the same position as for tiles with fibres. In both cases it collects the scintillation light directly from the tile, which has to be shaped in a dedicated way to compensate for the otherwise prohibitive light collection non-uniformities. In this case the positioning of the sensor with respect to the scintillator is somewhat less critical.

The different schemes can be accommodates and tested with only modest modifications of the HBU design. Similarly, we plan a version for the scintillator strip ECAL which has twice the channel density.

6.7 Tungsten absorber

Simulation and reconstruction studies using the Pandora algorithm have indicated that particle flow is a promising approach also for a linear collider in the multi-TeV range. As the jet energies increase, not only the particle separation becomes more difficult (confusion), but also leakage is an increasingly important contribution to the energy resolution. A hadron calorimeter for high energies must have a depth of at least $7\,\lambda$. Since it would be difficult and costly to increase the solenoid radius, tungsten as absorber material promises to offer a competitive solution.

The simulations suggest that a sampling structure with 10 mm thick absorber plates and 5 mm scintillator would optimize the resolution within the given spatial constraints.

In order to validate the simulations, which have other sources of uncertainty than those for steel, a tungsten absorber structure should be studied with test beams and finely segmented readout (scintillator and gas). We plan to exchange the steel plates of the physics prototype by tungsten plates and perform first studies with the existing scintillator layers, followed by gaseous readout as it becomes available.

Due to the enhanced role of neutrons in the tungsten calorimeter response, as compared to steel, and because of the need for an extremely compact design, we aim at studying tungsten also with the readout structures of the technological prototype, which provide time measurements.

7 Digital HCAL: DHCAL

7.1 Description of the project

The digital hadron calorimeter project trades the typical tower structure of past hadron calorimeters and their high-resolution readout with large number of pads read out individually with a single bit resolution. A collaboration of U.S. institutes (Argonne, Boston, FNAL and Iowa) is developing such a novel calorimeter with Resistive Plate Chambers (RPCs) as active media. Currently the readout is segmented into $1 \times 1$ cm$^2$ pads or 10,000 per square meter.
The project progresses in several stages. In a first stage different designs of RPCs were developed and tested with a high-resolution readout system. In parallel to this activity a 1-bit readout system capable of handling large numbers of channels was developed. The second stage put the two together in a small prototype calorimeter, here named the Vertical Slice Test (VST), and included detailed tests with both cosmic rays and in the FNAL test beam. For the first time within the CALICE collaboration the VST utilized a readout system with the digitization taking place directly on the front-end boards. Based on the successful experience with the VST and after a further round of R&D, the third stage consists of the construction of a larger prototype hadron calorimeter with close to 400,000 readout channels. The calorimeter will be tested extensively in the FNAL test beam. The following stage will return to R&D to tackle the remaining technical issues before embarking on the construction of a so-called technical prototype.

Additional information pertaining to this project can be obtained from [14].

7.2 Past achievements

Detailed measurements [15] with an analogue readout system were performed. The results served as basis for the design of RPCs, optimized for the use in calorimetry, and the corresponding electronic readout system. Of particular interest is our development of a novel chamber design which utilizes only a single glass plate.

The VST was extensively tested with cosmic rays and in the FNAL test beam, see Fig. 28. In a first round the calorimeter was exposed to a broadband muon beam. The data were utilized to measure the MIP detection efficiency and the average pad multiplicity. The results were published in [16].

The response to positrons and pions was studied for beam momentum settings at 1, 2, 4, 8 and 16 GeV/c. The distribution of number of hits and the longitudinal and lateral shower shapes were measured [11, 12]. The results were compared to a Monte Carlo simulation of the set-up based on GEANT4. As an example Fig. 29 shows the number of hits obtained with positrons at the various beam settings. Notice the deficiency of hits at the higher momenta,
Figure 29: Response (i.e. number of hits) for a selection of beam energies for electrons (left) and pions (right) incident on the DHCAL test module. The results of a GEANT4 simulation are indicated in red. In the pion case it is necessary to take account of the residual contribution from positrons (shown in green).

due to the limited rate capability of RPCs.

The rate capability of RPCs was measured utilizing the 120 GeV primary proton beam at different intensities [17]. For rates above 100 Hz/cm$^2$ a clear decrease in efficiency is observed. The group developed an analytical model which adequately reproduces the observed effects.

7.3 Current activities

Currently the collaboration is assembling a large prototype calorimeter, the physics prototype. The calorimeter will consist of 38 active layers interspersed with absorber plates. The latter will be provided by the Analogue Hadron Calorimeter (AHCAL) stage. Each layer will measure 96 × 96 cm$^2$ and contain three separate chambers. With a segmentation of $1 \times 1$ cm$^2$ laterally and layer-by-layer longitudinally, the calorimeter will count close to 400,000 readout channels.

The group is actively assembling chambers. Whenever possible the tasks are achieved with the help of jigs or fixtures. The spraying of the glass plates is performed within a spraying booth and is entirely automatic. The frames of extruded PVC are cut and predrilled (to allow for the insertion of the fishing lines, acting as spacers between the glass plates) using a specially designed jig. The RPCs are assembled within a fixture providing exact dimensions at the 25 - 50 µm level.

The front-end ASICs, the DCAL III chips, have been produced and over 10,000 units are in hand. A handful of chips underwent extensive testing. No design faults have been discovered. The DCAL III chips are currently being tested by a robot at FNAL. Apart from the first wafer which showed a low yield, the average yield appears to be in excess of 90%. So far, the robot tested approximately half the 10,000 chips.

The front-end boards contain each 24 DCAL chips and cover an area of 32 x 48 cm$^2$, see Fig. 30. The boards also contain the data concentrator seen in darker green on the left side. The board has been prototyped, the firmware written and debugged. The board was utilized to collect Cosmic ray data in conjunction with large chambers. A second round of prototyping is currently underway, before initiating mass production.
The data collector boards have been fabricated and assembled. Of the 35 boards about six have been tested so far. The performance is as expected. The timing and trigger module is currently undergoing a re-design. Prototypes of the new modules are expected within the next two months.

The high voltage system is in hand and its computer controlled program has been commissioned. A gas mixing rack has been assembled and successfully tested. The gas distribution rack utilized in the VST will undergo a minor extension to be used with the physics prototype. The low voltage power supplies are in hand. Power distribution boxes have been designed and a first prototype has been built.

To facilitate combined running with other CALICE calorimeter prototypes, the DHCAL DAQ software has been written within the framework of the CALICE DAQ software. The software is written and is currently used to collect Cosmic Ray data with the new boards.

Finally, the performance of the physics prototype has been simulated in great detail, including the actual response of RPCs [12].

The construction of the physics prototype is expected to be completed by April 2010, to be followed by a first test period in the FNAL test beam. Combined tests with the CALICE Silicon-Tungsten will take place in the late summer of 2010. A final running period is foreseen for early 2011.

### 7.4 Plans for the future

Despite the large effort of assembling the physics prototype the collaboration has initiated R&D concerning the remaining technical issues of an RPC-based hadron calorimeter. Table 1 summarizes the various (planned) activities.

### 7.5 GEM DHCAL Status

The University of Texas at Arlington HEP team has been developing a digital hadron calorimeter (DHCAL) using the Gas Electron Multiplier (GEM) as the sensitive gap technology. The team has constructed several prototype chambers to date and has completed constructing a new chamber, GEM4, with the new gas-transparent G10 spacer from CERN and the updated KPiX readout board. The team has been performing chamber characterization, using Fe$^{55}$ and Ru$^{106}$ radioactive sources. Figure 31(a) shows two distinct peaks from Fe$^{55}$ X-rays in
### Table 1: Summary of R&D topics beyond the construction of the physics prototype.

<table>
<thead>
<tr>
<th>R&amp;D topic</th>
<th>Funds</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thin RPC</td>
<td>Applied for</td>
<td>Further investigation of 1-glass design</td>
</tr>
<tr>
<td>Large area RPCs</td>
<td>Currently not pursued</td>
<td>Areas of several m² needed</td>
</tr>
<tr>
<td>Gas system</td>
<td>Funded</td>
<td>Exploration of new gas mixtures, recycling, gas distribution</td>
</tr>
<tr>
<td>High Voltage distribution</td>
<td>Funded</td>
<td>System capable of supplying HV to all layers of a module individually</td>
</tr>
<tr>
<td>Low Voltage distribution</td>
<td>Currently not pursued</td>
<td>System capable of supplying LV to all layers of a module individually</td>
</tr>
<tr>
<td>Wedge shape</td>
<td>Currently not pursued</td>
<td>Develop concept to accommodate wedge shaped module designs</td>
</tr>
<tr>
<td>Pad/FE-board</td>
<td>Currently not pursued</td>
<td>Develop new design which minimizes thickness</td>
</tr>
<tr>
<td>Front-end ASIC</td>
<td>(Funded)</td>
<td>Develop next iteration with reduced power consumption, token ring passing, and redundancy for reliability</td>
</tr>
<tr>
<td>Data concentrator</td>
<td>Currently not pursued</td>
<td>Develop new system which minimizes space requirement and provides high reliability</td>
</tr>
<tr>
<td>Mechanical structure</td>
<td>Currently not pursued</td>
<td>Develop cassette structure which can be oriented which ever way, develop module structure which accommodates all supplies and data lines</td>
</tr>
<tr>
<td>Magnetic field</td>
<td>Currently not pursued</td>
<td>Tests of all subsystems in magnetic field</td>
</tr>
</tbody>
</table>

one of the 64 KPiX readout channel. Figure 31(b) shows the Landau distributions from β-particles from a Ru$^{106}$ source. The team is now working on two dimensional measurement. The sources were placed at a sufficient height to illuminate all active channels, demonstrating two dimensional profile distributions in Fig. 31(c). The three channels (54, 57 and 10) with a large number of hits arise from electronic noise as demonstrated clearly in Fig. 31(d), which shows the scatter plot of hits without high voltage supplied onto the chamber - the noise distribution is the same even with HV.

The team is in the process of investigating the uniformity of the chamber responses. The team will determine chamber gains using sources and will take cosmic ray data for further MIP studies and efficiency studies.

### 7.6 Future Plans for GEM DHCAL

In order to keep up progress toward a GEM based DHCAL, the UTA team plans a three-phased approach as described below.

#### 7.6.1 Phase I: Through Late 2009

- **30 cm×30 cm Chamber Characterization:** Building on the successes accomplished in reading out multiple channels using 64 channel KPiX version 7 chip, the team will complete bench characterization of the chamber using radioactive sources and cosmic ray particles. The team then will take the chamber to a particle beam and take data to complete characterization of the chamber. At the same time, since the team plans to ultimately take data in the CALICE stack as a DHCAL, it will investigate the behaviour of the chamber using the DCAL digital readout chip jointly developed by ANL and FNAL.
33 cm x 100 cm Large GEM Foil Development: The team has been working with the CERN GDD workshop in developing 33 cm x 100 cm GEM foils, the largest to date, and finalized the design of 33 cm x 100 cm GEM foils that have the active area dimension of 32 cm x 96 cm and sent it to the CERN GDD workshop. The CERN GDD workshop has been successful in producing GEM foils with uniform hole shapes. The initial prototype run for 33 cm x 100 cm GEM foil was attempted in late August 2009 but the quality of the holes was unsatisfactory. CERN GDD has been working on refining the process and is ready for another run.

7.6.2 Phase II: Late 2009 – Late 2010

33 cm x 100 cm Unit Chamber Development: During this period, the team will certify GEM foils as they get delivered and will work on the assembly technique for 33 cm x 100 cm unit chambers.

Characterization of 1024 Channel KPiX Chips: The team plans to work on characterization of the 1024 channel KPiX chips with the intent to use them in 33 cm x 100 cm unit chamber characterization. The latest 30 cm x 30 cm chamber will be used for chip characterization before assembling them in large unit chambers.

Understanding of Chamber Behaviour with DCAL Chips: The team will continue working on understanding the chamber behaviour with the DCAL chip, if this is not completed in the previous period.

Begin Construction of 33 cm x 100 cm Unit Chambers: The team will begin construction of 33 cm x 100 cm unit chambers. The team plans to build one using the most understood KPiX chip-based anode boards to fully characterize 33 cm x 100 cm unit chambers. The team will build fifteen additional chambers with DCAL chip based anode boards to use them in assembling the final 100 cm x 100 cm DHCAL sensitive gap planes. Figure 32(a) shows a three dimensional schematic diagram of the unit chamber. It clearly shows the
Figure 32: (a) A 3D schematic diagram of a 33 cm \times 100 cm unit chamber that has two 33 cm \times 50 cm anode boards for readout. (b) Cross sectional view of a 33 cm \times 100 cm unit chamber. The spacer has a 1 cm thickness to provide sufficient area for gluing two anodes boards in the middle.

two readout boards of 33 cm \times 50 cm since the flatness of the boards any longer than this size is not guaranteed. Figure 32(b) shows the cross section of a unit chamber. It shows that the total thickness of these chambers will be of the order of 11 mm, including a 2 mm steel plate that acts as a strong-back. The spacer has a 1 cm thick support in the middle of the chamber to provide sufficient surface area for the anode board to be glued on. We also plan to put another 1 mm thick strong-back support steel plates with holes that allows readout chips to protrude. This steel plate does not add any additional thickness to the overall dimension of the chamber.

7.6.3 Phase III: Mid 2010 – Late 2011

- **Unit Chamber Characterization with DCAL Chips**: The team will characterize 33 cm \times 100 cm unit chamber built with DCAL chip based anode board on the bench and in particle beams.

- **Construction of Five 100 cm \times 100 cm Chamber Planes**: The team will complete construction of all fifteen 33 cm \times 100 cm unit chambers and complete assembling five 100 cm \times 100 cm sensitive detector planes. The team plans to put three unit chambers together on a steel plate to provide mechanical strength to the 100 cm \times 100 cm detector planes. These planes will be inserted into the existing CALICE calorimeter stack and run together with Si/W ECAL and 35 RPC planes in the HCAL. One critical constraint in this beam test is that the CALICE stack can stay in the USA only until April 2011 due to customs rules.

- **TGEMs and RETGEMs**: The team has also been looking into Thick GEM (TGEMs) and Resistive TGEMs (RETGEMs). Weizemann Institute in Israel has been collaborating with us in developing large size TGEMs. Thus, if these two new types of GEMs become available and if our resources allow, the team plans to explore the possibility of using these GEMs to produce chambers and beam test them.
8 Semi-digital HCAL: SDHCAL

8.1 Introduction

Members of the CALICE collaboration, including Belgian, Chinese, French, Russian and Spanish groups, are pursuing a new development aimed at constructing a highly granular gaseous hadronic calorimeter prototype based on a semi-digital readout and a transverse segmentation of 1 cm$^2$. In addition to the tracking capability it offers, a semi-digital readout HCAL can provide very good energy resolution which can be, according to simulations, as good as that of an analogue calorimeter with an appropriate choice of threshold values. The semi-digital HCAL prototype is intended to come as close as possible to the hadronic calorimeters of the future ILC experiments in terms of resolution, efficiency and compactness.

Two kinds of gaseous detectors are being investigated as candidates to become the sensitive medium of such a SDHCAL: glass RPCs (GRPC) and micromegas. New readout electronics satisfying the ILC constraints was developed and successfully tested on small GRPC detectors and more recently on a 1 m$^2$ detector.

8.2 GRPC detector development

GRPCs are well tested detectors. They have been successfully used in BELLE for almost a decade and more recently in OPERA and ALICE. Nonetheless, GRPCs to be used as the sensitive medium in the future HCAL need to be thinner than the standard ones in order to reduce the total radius of the hadronic calorimeter and hence the cost of the magnet coil inside which the HCAL should be placed. For this reason, GRPCs of 3 mm thickness were conceived and built. In addition to the thickness constraint, dead zones due to spacers used between the two glass plates of the GRPC are to be reduced. New schemes using tiny ceramic balls were introduced. This reduces the dead zones from a few percent to a negligible level. Another important point is the gas consumption in such a detector. New gas distribution designs were studied with the goal of renewing the gas efficiently, increasing the homogeneity and at the same time reducing the needed gas flow. Another R&D activity concerning the resistive coating of GRPCs is going on. Different coatings were tested to reduce the number of pads associated to one mip. This number was found to go from 1.6/mip in case of standard graphite coating to 1.3/mip for more resistive products like the Licron and Statguard products. To guarantee the homogeneity of the painting on detectors of large surface area silk screen printing techniques were successfully used. Stability of high voltage connections were also improved by using new gluing materials. Although the accumulated charge on the HCAL GRPCs in the future ILC experiments is expected to be very small, a few GRPCs are being exposed to high irradiation in the GIF facility at CERN to discover any eventual ageing effect.

A recent development has started recently to improve on the detection rate capacity. Due to the float glass resistivity ($\sim 10^{13}\Omega$.cm) standard GRPCs can operate efficiently only with rates below 100 Hz/cm$^2$. New semi-conductive glass ($\sim 10^{10}\Omega$.cm) developed in China by the Tsinghua group was used to build small GRPCs. Exposure to pion beams at CERN has shown that the new GRPC can operate up to 30 kHz/cm$^2$ with the same efficiency. This breakthrough in GRPC technique is an important achievement not only for future ILC experiments but also for ones like SLHC where very high rates are expected.

Using cosmic ray test benches or test beams at CERN, the efficiency of the different GRPCs was found to be more than 90% when operated in the high voltage range between 7 and 8 kV.
8.3 Micromegas detector development

The impressive progress made recently on the MPGD and more particularly on the micromegas detector makes this a viable choice for the semi-digital hadronic calorimeter. With the bulk technique developed by the CERN technical service the micromegas becomes a robust detector which satisfies the SDHCAL requirements with respect to thickness and the efficiency. Indeed, micromegas chambers as large as $33 \times 50 \text{ cm}^2$ were recently built. Using analogue readout electronics, the efficiency was found to be between 92% and 98% with an excellent multiplicity (less than 1.15/MIP). In addition micromegas do not suffer from detection rate limitation.

To solve the sparking problem which affects micromegas at high gain regime, two solutions are under investigation. One solution is to cover the readout pads by a resistive layer. The other solution is to replace the metallic mesh by a conductive one. In both cases the spark effect is diluted. The reduction of detection rate should be of no consequence on the use of micromegas as a sensitive medium in future ILC hadronic calorimeter.

8.4 Electronics

To read out the gaseous detectors mentioned above an electronic chip called HARDROC with a semi-digital readout was developed and successfully tested. The chip has three thresholds (2-bit readout). It has 64 channels and each of the 64 channels is made of:

- Fast low impedance preamplifier with a variable gain over 6 bits per channel
- Variable shaper (50-150ns) and Track and Hold to provide a multiplexed analogue charge output up to 15pC.
- 3 variable gain fast shapers (15ns) followed by 3 low offset discriminators which allow handling wide dynamic range from 10fC up to 15pC. The thresholds are loaded by three internal 10-bit DACs.

In addition, the chip has a 128 deep digital memory to store the discriminators’ outputs and bunch the crossing identification coded over 24 bits counter. It is equipped with a power pulsing system which allows a consumption lower than 10µW/channel to be reached with a 0.5% duty cycle. The cross-talk among the 64 channels was measured and found to be less than 2%.

8.5 Small prototype

To validate the concept of a semi-digital hadronic calorimeter, a Printed Circuit Board was developed to host 4 HARDROCs. The board provides the connection between adjacent chips as well as linking the first chip to the readout system. For simplification reasons the readout system using FPGA devices was also implemented on the same PCB as well as a USB device responsible of the communication between the FPGA and an external server. The PCB is an 8-layer, 800 µm thick circuit. On one of the two PCB faces, 256 copper pads of $1 \times 1 \text{ cm}^2$ were printed. The distance between two adjacent pads was chosen to be 500 µm. The cross-talk among adjacent pads was tested before other electronics components were fixed on the PCB by injecting a charge of 1 pC on one pad using an appropriate probe. The charges induced on the adjacent pads were then measured and found to be less than 0.3 %. Acquisition software was also developed. It permits the configuration parameters to be downloaded to the different chips and data to be collected from these chips through the FPGA device. Two readout modes were implemented. The first one is an ILC-Like one where events are recorded during the bunch crossings and the readout takes place after. The other mode was conceived for cosmic rays and beam test studies. In this mode the acquisition and data taking is stopped.
when an external trigger occurs. The memory of the different chips is then read out. In both modes each event is associated with a time stamp. In the external trigger mode the time difference between the external trigger and the last recorded event is also given. This determines the time occurrence of each event with respect to the external trigger one. The time precision is given by the HARDROC internal clock which runs at 5 MHz frequency.

The electronics boards described above were attached to small GRPCs and assembled together to form a small prototype of five chambers. The acquisition system was extended to deal with the data coming from each chamber and assemble them in events. A LABVIEW-based graphic interface was developed. This allowed an easy gain correction of all the channels. The setup was exposed first to cosmic rays and then to beams at CERN. The whole system performed very well and allowed the GRPC efficiency and multiplicity to be studied. Completed with 2 cm stainless steel plates, the setup was exposed to pions at the CERN PS to study the first phase of hadronic showers.

8.6 Technical prototype

The success of the small prototype was the first step towards the construction of the technical prototype. The second and decisive step is to build a fully equipped detector of 1 m². For this purpose, a new PCB hosting 24 ASICs was designed with the possibility to connect a few of them together. An independent interface board (DIF) connecting the PCB to the acquisition system was also produced and tested. Six such PCBs were produced and equipped. Every two PCBs were connected to each other and connected to one DIF. The six boards were fixed to a mechanical support made of stainless steel plate and then attached to a 1 m² GRPC. The three DIFs connected to the PCBs are chained together and connected to a monitoring computer. An acquisition system using the Xdaq system developed by the CMS collaboration is used to build events from the collected data. A cosmic ray test bench was used to study the whole system. After a debugging period, the whole system works adequately. Few variants of GRPC were tested using the large electronic board in test beam at CERN in June and August 2009. The collected data were analysed. Synchronization among the different DIFs was successful and the data coherence demonstrated. The measured efficiency of the 1 m² GRPC was found to be in the same range of those of small GRPC chambers (> 90%). This success constitutes an important milestone in the validation of the SDHCAL. To complete this study an improved electronic board equipped with the new version of the HARDROC chips is under construction. The board will be attached to a 1 m² GRPC and inserted into a cassette. This will be the first unit of the technical type to be built in 2010.

A similar development using micromegas as sensitive medium is also in progress. After characterising small micromegas chambers using analogue readout, electronic boards with 4 and 24 HARDROC were designed and tested. The results obtained with micromegas detectors are being investigated. The study will determine soon if the HARDROC which covers the dynamic range from 10 fC to 15 pC is well adapted to the micromegas. Another electronic chip called DIRAC is also being developed. It aims to detect signals down to 2 fC which may be necessary to obtain high efficiency with the micromegas detector. First tests using this chip are very encouraging, and the efforts will be followed.

8.7 Preparation for the technical prototype

The technical prototype will be made of 40 detectors interleaved with 2 cm stainless steel plates. The mechanical structure of the prototype is being currently designed. The aim is to have a self-supporting structure like the one proposed in the ILD and SiD concepts. The detectors with their readout boards will be assembled into cassettes that will be inserted between the Stainless Steel plates. The readout system will include data concentrators which will connect
the DIF mentioned above to the general CALICE acquisition system. The development of 
data concentrators is almost finished and the whole readout system will be tested very soon to 
validate the whole chain. A gas distribution system controlling both the gas flow and pressure 
in the different chambers is under construction in collaboration with the CERN Gas Service. 
High voltage power supplies using the Cockroft-Watson were designed and will be produced 
very soon. The construction of the technical prototype is expected to start at the end of 2009 
and to be completed by 2010. In addition to the hardware development, software activity is 
going on in order to prepare properly the comparison between data and the hadronic shower 
models used in the simulation.

9 Technical prototype front end electronics

A second generation of readout ASICs have been developed to read out the technical proto-
types defined in EUDET and CALICE. These are based on the first generation of chips that 
were used for the physics prototype for the analogue front-end part but add several essential 
features:

- Auto-trigger to reduce the data volume
- Internal digitization to have only digital data outputs
- Integrated readout sequence to minimize the number of lines between chips
- Power-pulsing to reduce the power dissipation by a factor 100

Two chips have been designed, following the EUDET milestones:

- HARDROC for digital hadronic calorimeters, using RPCs or micromegas chambers
- SPIROC for analogue hadronic calorimeters and also for Si-W electromagnetic calorime-
ters.

Both chips have been successfully tested on testbench so that they are ready for tests with 
detectors. A third chip, SKIROC, has been partially developed, the analogue part, optimized 
for the ECAL, has been successfully tested earlier. A second version, with very large dynamic 
range and 64 channels, is underway.

Altogether these chips are being developed in an “industrialized” manner, with many 
building blocks in common, such that one design benefits from the experience with the other. 
The digital part was first developed and optimized with the HARDROC chip which is the 
simplest from the analogue point of view. SPIROC has a switch for the preamplifier charac-
teristics which allows to toggle between usage for SiPM or silicon diode pad readout and is 
being used to proceed with the development of the Si-W ECAL technological prototype until 
the final SKIROC version is available.

9.1 DHCAL technical prototype: HARDROC ASIC

HARDROC readout is a semi-digital readout with three thresholds (2 bits readout) which 
allows both good tracking and coarse energy measurement, and also integrates on chip data 
storage. The chip integrates 64 channels of fast, low impedance current preamplifier with 
6-bit variable gain (tunable between 0 and 2 V), followed by a fast shaper (15 ns) and low 
offset discriminators. The discriminators feed a 128-deep digital memory to store the 2×64 
discriminator outputs and bunch crossing identification coded by a 24-bit counter. Each is 
then read out sequentially during the readout period. A first version has been fabricated in
AMS SiGe 0.35 µm technology in September 2006 and met design specifications. A second version was produced in June 2008 to fit in a smaller low-height package (TWFP160) which necessitated changing the double-row bonding pad ring into a single row, rerouting all the inputs and removing many many pads. A possibility for a third threshold was added at that time, also separating more widely the three thresholds (typically 0.1–1–10 pC) and the “power off” state dissipation was brought down to a few µW for the whole chip. The chip performance is shown in Fig. 33. The trigger efficiency allows the MIPs for RPCs to be discriminated with 100 fC threshold (10 fC for micromegas), with a noise of 1 fC. The power pulsing scheme has also been validated, also shown in Fig. 33, where 25 µs are required to start up the chip so that it can trigger on a 10 fC input signal. Finally the readout scheme, which is common to all the chips has been validated on the large square-meter board, built as a scalable technical prototype of the SDHCAL, that is readout from the side.
9.2 AHCAL technical prototype: SPIROC ASIC

The SPIROC ASIC, which reads 36 SiPMs, is an evolution of the FLC_SiPM used in the AHCAL physics prototype. As for the ECAL, it keeps most of the analogue part, adding an analogue memory to record up to 16 events of a train and the auto-triggering capability. The digitization is implemented inside the chip as well as the data handling. The first prototype was fabricated in June 2007 in AMS SiGe 0.35 $\mu$m. The chip layout is shown in Fig. 35. Its area is 35 mm$^2$ for 36 channels and it is packaged in a CQFP240 package. Similarly to HARDROC, a second version has been realized in June 2008 to accommodate a thinner TQFP208 package and fix a bug in the ADC. The schematic diagram of one channel is shown in Fig. 36.

The main features are:

- The 8-bit input DAC has been conserved, although its power dissipation has been brought down by 3 orders of magnitude to 1 $\mu$W/channel as it is not power pulsed. The DAC also has the particularity of being powered with 5V whereas the rest of the chip is powered with 3.5V.

- The voltage amplifier architecture with variable gain has also been kept, with a gain variable on 4 bits. However, the high gain/low gain separation is now done at the preamplifier level by having two preamplifiers in parallel on the input.
The charge is measured on both gains by a “slow” shaper (50–150 ns) followed by an analogue memory with a depth of 16 capacitors.

The auto-trigger is taken on the high gain path with a high-gain fast shaper followed by a low offset discriminator. All these blocks are new. The discriminator output is used to generate the hold on the 36 channels. The threshold is common to the 36 channels, given by a 10-bit DAC similar to the one from HARDROC with a subsequent 4-bit fine adjustment per channel.

The discriminator output is also used to store the value of a 300 ns ramp in a dedicated analogue memory to provide time information with an accuracy of 1 ns.

A 12-bit Wilkinson ADC is used to digitize the data at the end of the acquisition period. The digital part is complex, as it must handle the write and read pointers, the ADC conversion, the data storage in a RAM and the readout process. The chip has been extensively tested since October 2007. The first series of tests has been mostly devoted to characterizing the analogue performance, which meets the design specifications. A single photoelectron spectrum displayed in Fig. 37 shows a photo-electron to noise ratio around 8. The auto-trigger is also shown in Fig. 37 and allows a threshold down to 50 fC to be tested.

The digitization part has also been characterized and the 12-bit ADC exhibits a very good integral non-linearity of 1 LSB and a noise between 0.5 and 1 LSB.

The chips are now being assembled on an AHCAL PCB (HBU) and tested with the detector, as described in Sec. 6.

A new effort has been started to redesign the analogue input stage and further optimize it for SiPM readout. According to simulations, it improves the signal-to-noise ratio by a factor 3 - 4. Once successfully tested with analogue chips, it is foreseen to integrate the design into the SPIROC architecture.

10 Technical prototype DAQ

The second generation data acquisition (DAQ) system follows an approach of using commercially-available hardware, where possible, with less dependency on bespoke equipment than has traditionally been the case in high energy physics and specifically in the previous CALICE DAQ.
system. The system is designed to be generic and hence applicable to many sub-detector systems and also to be able to provide the readout for the next generation of CALICE/EUDET prototype calorimeters. Indeed the CALICE calorimeters are an ideal test-bed as there are the different types (electromagnetic, hadronic, digital, etc.) with additional instrumentation also included during test-beam running such as small tracking systems. In principle, the DAQ system should be capable of reading out the final ILC calorimeter, with potential upgrades in chip flavor and network speed, but maintaining the basic architecture. Therefore the system should be easily upgradable, both in terms of ease of acquiring new components and competitive prices.

10.1 Overview of the DAQ system

An overview of the DAQ system is shown in Fig. 38; an explanation of each component is given below:

- A control PC has the DAQ software (currently DOOCS [18], developed for XFEL) and will control the various DAQ PCs.
- A customised DAQ PC is made from standard components but optimised for having two off-detector receiver (ODR) cards and also the large storage facilities which will be required.
- The ODR is a commercial development board [19] with a large FPGA, optical fibers and a PCI Express bus. This can have a maximum of four optical fibers going to the next stage upstream.
- The four optical fibers from the ODR will connect to the link data aggregator (LDA) which is a commercial FPGA development board [20] with add-on ethernet (to connect to the ODR) and HDMI (to connect upstream) boards. This is essentially a concentrator card which takes data from upstream on 10 HDMI links and merges them into one ethernet link to the ODR.
- At the end of the calorimeter slabs, a detector interface (DIF) card is an electronics board which is specific to each calorimeter but converts the data into a common structure and format so that it is sent downstream, off the detector, in a uniform way. Each of the three DIFs in the present system (AHCAL, DHCAL and ECAL) is custom designed.
- Providing the interface to the accelerator or a standalone clock is the clock and control card (CCC). This card was designed in-house due to the problems of finding commercially available systems which time-in several components all running with different clocks.

10.2 Status of the components

Overall, all electronics cards have been prototyped, where appropriate, and all are now in, or have finished, the production phase. Hardware orders are in place to ensure that we have enough systems available for laboratory, beam tests and spares. Significant blocks of firmware have been produced and final debugging of the whole DAQ chain is being performed. As well as the full chain which is being debugged in the UK, a complete system has been delivered to LLR to enable further debugging and integration with the detectors. The status of each component is discussed briefly below.
• **DIF**: The ECAL DIF has been designed by UK groups and is now in production. This credit-card-sized board has been somewhat miniaturised from the prototype and the two production cards already manufactured are in use for the full system tests. To cover the expected need of 30 DIFs, 40 will be manufactured in the coming months. The AHCAL DIF and DHCAL DIF are the responsibility of the detector groups, primarily DESY and the French groups and are discussed in Sec. 6 and 8.

• **LDA**: Final debugging of the DIF⇒LDA link is ongoing. To cover the estimated 10 LDAs needed in test-beam running, 20 baseboards have been procured and 20 of each of the ethernet and HDMI add-on boards are on order.

• **CCC**: At most, three CCCs will be needed at any one time; ten have been manufactured and tested and are ready for use. The one outstanding issue is the link from the CCC to the LDA. A small add-on PCB has been designed and is under test. Production will proceed after that and we expect to do this in-house as the design is so simple.

• **ODR and DAQ PC**: As the ODR was the first component bought and the basis of the DAQ system, this has been stable for some time. Eight ODRs and six DAQ PCs have been purchased to provide for the expected need of four and three, respectively.

• **DAQ software**: After an initial survey of available software by UK groups, it was decided to use the DOOCS system, developed by XFEL. Since responsibility of the software has been passed to LLR, this is being reconsidered, particularly in light of the possibility of combined test beams and as part of a common DAQ effort in the EU FP7 bid, AIDA.

The major issues still to be done for the DAQ system are:

• Debugging the DIF⇒LDA link which is the only link in the full system yet to be established.

• Production of all final components, specifically manufacturing the DIFs and receipt of the LDA add-on boards from the manufacturer.

• Finalise simple add-on PCB for CCC and LDA link.

• Full documentation of components on the CALICE twiki (already started).
• Archiving of all code in a central \texttt{svn} code repository (already started).

It is expected to achieve all of the above and hence have a working DAQ system with a full set of components (plus spares) by the end of the year. This will then allow the LLR group to set-up their system and integrate with the detector as well as then providing other detector groups with a system and spares.

11 Future test beam plans

11.1 Physics prototypes

The years 2010-11 will see the finalisation of the main physics prototype phase. As described above, a physics prototype of the DHCAL based on RPCs will be completed in the first half of 2010. As for previous testbeams including the AHCAL, there will be data taking in combination with the Si-W ECAL and the TCMT, as well as standalone DHCAL data taking. Including commissioning and calibration phases altogether 14 weeks of test beam time will be requested from FNAL. Within this 14 weeks, CALICE should be the primary beam user for about 8 weeks. The other 6 weeks can be spent with parasitic running or the setup of the experiment. The physics program to be conducted will be largely oriented on that which has been conducted in the corresponding data taking in the years 2006-09. In the combined running, the emphasis will be put on energy ranges in which it is expected to see signals in the electromagnetic part and the hadronic part (plus tail catcher) In the standalone running also low energy hadrons are to be collected as well as electrons. Priorities would have to be defined later on but the data which were already taken give good guidelines. It is also envisaged to replace a few layers of the DHCAL with GEMs as sensitive detectors. This may happen towards the beginning of 2011. This effort might face the constraint that due to customs regulations, the CALICE stage currently at FNAL is required to be shipped back to Europe in April 2011; in that case tests can be completed at CERN.

The one remaining detector which is yet to complete a physics prototype detector is the DECAL; this is expected to be achieved by 2012.

A new initiative has been started in order to study the properties of tungsten as aborber material, primarily for an HCAL at a multi-TeV collider, but possibly also for the ILC. In the versatile structure of the physics prototype the steel absorber plates can be replaced by tungsten plates. Tests with existing scintillator layers could start in 2011, tests with gaseous layers as they become available.

11.2 Technical prototypes

The previous sections indicate that the CALICE collaboration is entering a new phase of R&D in which readout technologies and mechanical designs do meet already many requirements of the operation in a detector for a Linear Collider. Several groups of the collaboration are already quite advanced and new full scale prototypes are expected towards the end of 2010. The finalisation of these prototypes will be preceded by a number of larger and smaller testbeam efforts which will allow for maturing the newly developed technologies. Examples for these test beam efforts are:

• Testbeams with 1 m$^2$ units of the technical prototype of the SDHCAL (both GRPC and micromegas variants). These units might already be part of the production of the entire prototype.

• For the analogue hadron calorimeter it is envisaged to have a smaller scale testbeam in 2009 to prepare for electronics commissioning followed by a so-called horizontal test in
2010 and a vertical test in 2011. This means the available equipment will be arranged to allow for the measurement of electromagnetic showers.

- The Si-W ECAL is planning to make tests with single ASU towards the end of 2010 in an electron testbeam.

It has to be stressed that the primary goal of these prototypes is to study technological solutions for the calorimetry at the ILC. The strategy for the coming years should take this into account. Here the main keywords are power pulsing and the limited depth of the buffers in the VFE which allow only for data taking rates of the order of 100 Hz during a spill. In addition to the pure technological issues a physics program is to be pursued. This physics program is derived from those of the physics prototypes, taking the new technical constraints into account. It requires the operators of testbeam sites to actively respond to the needs of the CALICE (LC) testbeam data taking at an very early stage. As it is foreseeable that potential high statistics physics runs will take a considerable amount of time, and this will require the deployment of remote control at the experimental sites.

A first large scale testbeam with a fully equipped technical prototype of an SDHCAL can be expected towards spring 2011. It is still to be clarified in what proportion this SDHCAL will be equipped with the two technologies under study, namely using GRPCs or micromegas as sensitive devices. The CALICE collaboration will identify this on the basis of experience gained with the two technologies by laboratory studies and during test beam campaigns of the year 2009.

Ideally, the SDHCAL will be joined by an Si-W ECAL technical prototype by end of 2011. The running of an AHCAL technical prototype alone and together with the Si-W ECAL technical prototype is to follow. During the year 2010 mechanical interfaces between the different detector types will have to be defined during the year 2010. More general the year 2010 is to be used to integrate the detector components with the newly developed DAQ systems in order to provide an efficient data taking.

The program which is summarised in Table 2 requires a high availability of testbeam areas. The CALICE management and the CALICE TB together with the corresponding ILC R&D panels will work out until December 2009 whether ILC detector R&D can occupy consecutively testbeam areas for a time of two or more years starting with the beginning of 2011. Such a high availability of testbeam areas would also allow for an easier conduction of smaller testbeam programs as for example with the DECAL, which has had a somewhat uncertain time scale due to funding issues in the UK. In addition a well functional infrastructure would facilitate the testing of a prototype for the electromagnetic calorimeter based on scintillating tiles (Sc-W ECAL) of which one layer can be expected towards the end of 2012. Finally, technological prototype layers with timing capabilities should also be used in a beam test with a tungsten absorber structure.

<table>
<thead>
<tr>
<th>Project</th>
<th>2010/1</th>
<th>2010/2</th>
<th>2011/1</th>
<th>2011/2</th>
<th>2012/1</th>
<th>2012/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phys. Prot. Si-W ECAL/DCHAL/TCMT</td>
<td>xx</td>
<td>xx</td>
<td>xx</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Phys. Prot. W ECAL / W HCAL / TCMT</td>
<td>x</td>
<td>x</td>
<td>xx</td>
<td>xx</td>
<td>xx</td>
<td>-</td>
</tr>
<tr>
<td>Tech. Prot. DHCAL</td>
<td>x</td>
<td>x</td>
<td>xx</td>
<td>xx</td>
<td>xx</td>
<td>xx</td>
</tr>
<tr>
<td>Tech. Prot. AHCAL</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>xx</td>
<td>xx</td>
<td>xx</td>
</tr>
<tr>
<td>Tech. Prot. Si-W ECAL</td>
<td>-</td>
<td>x</td>
<td>x</td>
<td>xx</td>
<td>xx</td>
<td>xx</td>
</tr>
<tr>
<td>Phys. Prot. DECAL</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Tech. Prot. Sc-W ECAL</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 2: The table indicates the envisaged testbeam activities until the end of 2012. The symbol – means “No activity planned”, The symbol x means “Test of small units can be expected”, The symbol xx means “Large scale testbeam planned”.
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As a concluding remark it needs to be stressed that the time plans presented here depend essentially on the available funding to complete the various prototypes. Thus, the actual running of, in particular, the test beams with fully equipped prototypes could easily be delayed by one year with respect to the dates indicated in Table 2.

12 Conclusions and request

CALICE has successfully completed a first round of data taking at CERN and Fermilab with physics prototypes for silicon based ECAL and scintillator based ECAL and HCAL. The detectors show the expected performance and the test beam data start to provide constraints in hadronic shower models. The beam test of a gaseous digital HCAL prototype is under preparation and supposed to start mid 2010. The physics program will be extended towards the study of tungsten as absorber material.

Various technological prototypes are under preparation and in different stages of commissioning or beam test with detector elements. A program has been set up to demonstrate the viability of the designs with larger structures exposed to beams. Novel technologies like the digital ECAL have also undergone first tests with encouraging results.

We are asking the PRC for endorsement of this program and in particular its scope of technologies and its timeliness with respect to the ILC schedule.

We request the continuation of DESY’s support for test beam campaigns at Fermilab and CERN, for the adaptation of the set-up to new devices, for the continuation of electronics integration development towards completion of technological demonstrator prototypes, and for the continued provision of computing resources.
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