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Chapter 3 
 

Data samples and Monte 
Carlo models for Signal 
and Background 
 
 
 
 
3.1. Collected Data Samples 

The two presented analyses has been performed on the data collected by the 

ATLAS detector in 2011 and 2012 respectively at ! ! ! !!"#  and ! = ! !!" ! . 

Events accepted for analysis pourposes must require stable beam condition and all 

detector system working properly during the acquisition period corresponding to an 
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integrated luminosity of ! !!!   !" ! ! . The luminosity has been determined from Van der 

Meer scans performed during the data taking, with a relative uncertainty of 3.4% [32]. 

The data using used in this analysis belongs to into different periods depending on the 

changing of LHC conditions. Data have been furthermore divided in an electron and a 

muon stream depending on the selected online triggers; these streams are analyzed 

separately in the ! ! !"#$ and ! ! !"#$ channels. The trigger selection used change 

depending on the data period to account for the continuous increasing of the 

instantaneous luminosity that lead to a corresponding increasing of the pile-up events. 

The trigger used are: 

 

!  Single electron triggers ( EF_e20_medium, EF_e22_medium, 
EF_e22vh_medium1 ) require a reconstructed ÒmediumÓ electron of ! ! 
greater than 20 or 22 GeV. Medium electron are defined by the following 
requirements:  𝜂 ! 2!!" , a certain ratio between energy deposit in EM 
and hadronic calorimeter, at least one hit in the detector pixel, and at least 
7 hits in the SCT pixels; a minimum impact parameter of 5 mm is also 
required. The letters vh were added for those triggers seeded by L1 items 
with η-dependent thresholds and a hadronic leakage requirement[73] 
[74]; 

!  Single muon triggers ( EF_mu18, EF_mu18_medium ) require a 
reconstructed generic or ÒmediumÓ muon of ! !  greater than 18 GeV. The 
definition of medium muons require acceptance cuts and a certain 
number of hits in MS chambers and ID pixels depending on the type of 
reconstruction used for the muon[74]. 
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Period Integrated Luminosity (!" ! ! ) Electron Trigger Muon Trigger 

B 17 

EF_e20_medium 
EF_mu18 

D 179 
E 50 
F 152 
G 560 
H 278 
I 399 

EF_e22_medium J 232.9 

EF_mu18_medium 
K 660.2 
L 1568 

EF_e22vh_medium1 
M 1121 

 

 

 

 

The periods and the triggers used in the analysis, with their integrated luminosity, are 

reported in Table 3.1 

The analysis performed on the full 2012 data has been used, corresponding to an 

integrated luminosity of ! !" ! !" !!"" !" ! !  collected in !!  collisions at an increased 

center of mass energy ! ! ! !"# . In Table 3.2 are listed the data periods considered 

with corresponding luminosity. Elecron and muon EF triggers are the same for all 

periods, respectively: 

 

"  EF_e60_medium1 OR EF_e24vhi_medium1 asking for an isolated 
ÒmediumÓ electron with  𝑝! ! !" !!"#  or with ! ! ! !" !!"# in the 
electron channel; 

Table 3.1 Ð Luminosity collected and event filter triggers used in data taking period for the 

complete 2011 data set. 
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"  EF_mu24i_tight OR EF_mu36_tight asking for an isolated ÒtightÓ muon 
with  𝑝! ! !" !!"#  or with ! ! ! 24!!"# in the muon channel. Tight 
muon requirements are similar to the medium requirements but more 
stringent; additional cuts on momentum and ! ! are done depending on 
the reconstruction used for the muon. 

Period Integrated Luminosity (!" ! ! ) 

B  
D  
E  
F  
G  
H  
I  
J  
K  
L  
M  

 

 

 

 

3.2. Monte Carlo Simulation 
The physical processes and the interactions of the final state particles with the 

detector are simulated by Monte Carlo programs; the produced MC samples are 

generated according to both theoretical predictions and phenomenological models. 

These events are used to test our comprehension of the physics processes and the 

experimental apparatus behavior by a comparison with the experimental data. The 

Monte Carlo simulation is usually divided in two steps. 

Table 3.2 Ð Luminosity collected in data taking period for the complete 2012 data set. 
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The event generation is performed by theoretical calculations of the 

elementary processes form the !!  interaction to the final state stable particles, 

following all intermediate steps. The first generation step is the calculation, at 

a fixed perturbative order, of the hard process (parton-parton interaction) 

matrix element, followed by the QCD cascade generation, called parton 

shower, (a simplified diagram of the gluon emission process in a generic 

process is exemplified in Figure 3.1). The parton shower is a space! like 

process for the initial state partons but a time! like process when applied to 

the final-state partons. In the initial state the QCD radiation emission 

progressively increases the virtuality of the initial state partons, allowing 

them to access to the hard scale needed to describe perturbatively the hard 

scattering process. After the scattering, the time-like parton shower process 

leads to the emission of gluons from the produced particles. Once the final 

partons are generated, phenomenological hadronization models are used in 

order to produce the stable particles in the final state. These final particles are 

passed through the detector simulator. A pictorial representation of the event 

generation chain just described is shown in Figure 3.2.  

 

The detector simulation is performed by the GEANT4[33] simulator that 

provides a model for the particle interaction through matter; for this reason a 

detailed description of the ATLAS detector geometry and of the trigger system 

is necessary. Due to computer elaboration time necessities, some Monte Carlo 
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sample has not been processed using the full detector simulation but with an 

approximate and faster simulator, namely AtlasFastII (AFII).  

 

MC events after the detector simulator processing can be reconstructed and analyzed 

with the very same code used for the collision data. 

 

 

 

 

 
 

 

 

 

 

3.3. ! 𝒕 Monte Carlo Signal 
The simulation of the ! 𝑡 production for 2011 data taking has been performed 

using two different Monte Carlo generators, ALPGEN[34] and MC@NLO[35]; in both of 

them the top quark mass has been set to ! ! = !"# !! !"# .  

The ALPGEN sample contains only the simulation of 𝑡!  pairs where one top decay 

hadronically and the other leptonically ! ! !"#$ ; it is divided in different samples 

Figure 3.1 Ð Example of a parton showering diagram. 
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depending on the number of additional final state partons generated. The ALPGEN 

generator accounts only for leading order Feynman diagrams using the CTEQ6L1[36] 

LO Parton Distribution Function (PDF) set. The parton shower is instead simulated by 

Herwig[37] and JIMMY[38].  

 
 

 

 

 

MC@NLO ! !  events are generated taking into account NLO diagrams and then are 

rescaled to the approximated NNLO calculation performed by HATHOR[39] with a 

proper k! factor. The CT10[40] PDF set at the NLO is used. The MC@NLO sample 

Figure 3.2 Ð Pictorial representation of a Monte Carlo event generation chain  
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contains both dilepton (where both tops decay leptonically) and ! ! !"#$  events, that 

will be separated during the analysis.  

With respect to MC@NLO, ALPGEN provides a better agreement with collected 

data in high jet multiplicity distributions as shown in Figure 3.3; for that reason ALPGEN 

has been chosen as default signal generator in the 2011 data analysis, while MC@NLO 

has been used for systematic checks.  

For the 2012 data taking simulation, two different Monte Carlo samples are taken 

into account for the ! !  signal simulation, both of them including ℓ𝓁 ! !"#$ and dilepton 

events. The baseline sample is generated by the NLO framework Powheg[41] using the  

CTEQ6L1 PDF set followed by the Pythia[42] parton shower simulation. The second MC 

sample, used for systematic checks, is produced with the MC@NLO generator, the C10 

PDF set and HERWIG+JIMMY for the parton showering simulation.  

 

 

 

3.4. Monte Carlo and Data Driven 
Background sources 

Background sources for the ! !  pair production process can be due to physics 

processes leading to a similar final signature or to detector objects misidentification. 

These backgrounds can be simulated or using standard Monte Carlo models or by 

evaluating the acquired data in appropriate control regions via specifics data driven 

techniques, allowing to minimize the uncertainties for the considered background. A 

technique is considered data driven if the evaluation of the background contributions is 

made directly from acquired data. The processes giving larger background contribution 
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in ! !  pair production events are single top production, multijets events from QCD 

processes, ! ! !"#$ , ! ! !"#$  and diboson events. Single top, ! ! !"#$  and diboson 

background are evaluated only by MC simulation; ! ! !"#$ Monte Carlo background 

distribution requires an overall normalization plus an heavy flavor scaling, both 

calculated with data driven methods; the QCD background is entirely evaluated from a 

data driven technique. The production cross section for signal and background sources 

taken into account are reported in Table 3.3 both for collisions at a center of mass 

energy ! ! ! !!"#  and ! ! ! !!"# .  

 

SINGLE TOP 

The background from electroweak single top quark production is about a 

factor of two smaller than the ! !  cross section (see Chapter 1) and due to the 

lower number of jets with respect to the ! !  production, it contributes 

predominantly in low multiplicity events. This background is simulated using 

MC@NLO with the CT10 PDF set for what concerning the s- and Wt-channels 

while AcerMC[43] and Pythia, with the addition of the MRST2007/LOMOD set 

of PDF, are used respectively for the event generation and for the parton 

shower in the t-channel case.  

 

 

 

! ! !"#$  

! ! !"#$!events can be mismatched for ! !  processes in both the electron and 

muon Z boson decays (  ! ! ! ! ! !  and ! ! ! ! ! !  ), where one lepton is not 
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detected giving the needed fake!! !
!"##  contribution, and in the tau decay case 

( ! ! ! ! ! !  ), where one !  lepton decay leptonically and the other hadronically. 

This source of background is estimated with the ALPGEN+Herwig/Jimmy MC 

generators.  

 

DIBOSON 

A small background contribution is given by diboson events 

! ! ! !! , !" ! !!  which decay products can have the same final 

configuration as in ! !  events.  

 

QCD 

This totally data driven background will be described in Paragraph 3.4.1. 

 

W+JETS 

! ! !"#$ events constitutes the main background source for both the 2011 

and 2012 data taking analyses presented in this thesis because of the high cross 

section and the signature very close to the t! one, especially in the high jet 

multiplicity case. This source of background will be described in Paragraph 

3.4.2. 

MC sample ! !!"#  Cross Section !"  ! !!"#  Cross Section !"  
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Powhed+Pythia ! !  signal  ! ! !"# !32!

MC@NLO ! !  signal !" !!" ! !"# !!" !

Alpgen ! !  signal !" !!" ! ! !

Single top ! !! ! ! !" !

Z+jets ! ! ! ! !! !

Diboson ! !"#" ! ! !!"# !

W+jets ! !" ! !" ! ! ! !" ! !" !!

Table 3.3 Ð Cross Section, corrected for the k-factor, used in Monte Carlo production both 
for signal and background source. In case of ! ! ! samples the not-fully-hadronic cross section 

is shown. 
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3.4.1 QCD or Fake Leptons background 
An important background source is due to QCD multi-jets events in 

correspondence to a detector lepton misidentification that deceives the single lepton 

triggers. The objects much commonly identified as “fake leptons” are long lived mesons 

(i.e. ! !  or ! ±), photons and hadronic jets. The misidentification rate is very small but 

due to the huge multi-jets cross section the contribution is not negligible. This  

 background source is usually called QCD or fake-leptons background. The QCD 

background is highly detector dependent, hence the better way for its estimation is via 

data driven methods; the one used in both the 2011 and 2012 analyses is the Matrix 

Method (MM). It has already been used by the CDF and D0 experiments at Tevatron[44] 

Figure 3.3 Ð Number of jets spectra in the electron, on top, and muon, on bottom, channels 

after the one! tag selection (as described in Chapter 5) using the MC@NLO generator (on 

the left) and the Alpgen generator (on the right) to model the signal. 
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and is based on the determination of the efficiency between signal-like and a fake-like 

events selected with different lepton requirements.  

 The first step of Matrix Method consists in the selection of two different event 

samples, called “tight” and “loose”, that differ only in the lepton definition cuts. The tight 

selection is exactly the one applied in standard analysis while the loose events are 

selected with a looser requirement in the leptonic cut. The analysis specific loose 

selection is fully described in Chapter 5.  

The number of events surviving to the tight and loose (𝑁!"# ! !  and ! !""#$ ) 

selection can be expressed as the sum of the correspondent number of real (true) signal 

events 𝑁!"#$
!"# ! ! ! !""#$ !  plus the number of events from lepton misreconstructed 

! !"#$
!"# ! ! (!""#$ ! : 

 

 

 

! !"#! ! ! ! !"#$
!"# ! ! + ! !"#$

!"#!!  

 

! !""#$ ! ! !"#$
!""#$ ! ! !"#$

!""#$  

3.1  

 

The equation system 3.1 can be more conveniently rewritten as 

 

 ! !"# ! ! ! ! !"#$ ! !"#$
!""#$ ! ! !"#$ ! !"#$

!""#$  3.2  

 

defining the real and fake efficiencies as 
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! !"#$ =
! !"#$

!"# ! !

! !"#$
!""#$  

 

! !"#$ !
! !"#$

!"# ! !

! !"#$
!""#$  

3.3  

 

Now it is easy to retrieve the number of fake-lepton background defined as 

 

 ! !"#$
!"# ! ! !

! !"#$

! !"#$ ! !!"#$
! !"#$ ! !""#$ ! ! !"# ! !  3.4  

 

The ! !"#$  is estimated via a tag-and-probe technique [] from a sample of ! ! ! ! ! !  

events that do not contains fake-lepton contamination. The same selection applied in the 

standard analysis case is used, except for jet dependent requirements and for the overlap 

removal, which is also applied in the loose case. Events with at least a tagged lepton 

(request to be tight) are the baseline sample to be used to determine the efficiency; is is 

evaluated searching for a second, probe, lepton.   

The fake efficiency ! !"#$  is evaluated on a ! !  signal sample with the requirement 

of at least one jet with ! ! ! !" !!"# , exactely one loose lepton, a missing transverse 

energy of ! !
!"## ! !" !!"#  and a minimum distance between the highest ! !  jet and the 

lepton ! ! !"#$%&' ! !"# !!"#$%& ! ! !! . The efficiency is evaluated as the ratio of events in 

which the selected loose lepton also pass the tight requirements, divided by the total 

number of loose events. Events with a different  ! !
!"##  cut are used in the determination 

of the systematic uncertainty on the QCD background estimation. 
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The fake-lepton efficiencies are ! ! 𝑝! dependent so a 2-dimensional efficiency 

map is produced to retrieve the weight to be applied to real data events, obtaining the 

data-driven QCD background estimation. The weight is defined as 

 ! ! !
! !"#$

𝜀!"#$ ! ! !"#$
! !"#$ ! ! ! ! ! ! !  3.5  

 

where ! !  is equal to 1 if the event !  is loose and to 0 if it is tight.  

 

 

 

 

3.4.2 ! ! !"#$ background 
The events estimated using theoretical ! ! !"#$  cross section entails large 

uncertainties, so two different data-driven techniques are used to reduce Monte Carlo 

uncertainties: a global normalization obtained through the Charge Asymmetry method 

and a correction for the different Heavy Flavour Fractions (HFF) components. The 

Alpgen+Pythia Monte Carlo has been used to simulate the ! ! !"#$ production. 

 

CHARGE ASYMMETRY METHOD  

A global normalization scale factor is estimated using the charge asymmetry 

data-driven technique based on the non-symmetric distribution of ! !  and 

! !  in ! ! !"#$ events during pp collision. The ! !  bosons can be produced 

from parton level processes such as ! ! ! ! ! ! !  or ! ! ! ! ! ! !  while ! !  bosons 

production can be ! ! ! ! ! ! !  or ! ! ! ! ! ! ! . The proton PDFs, from which the 

cross section depends, is different for the various quarks; i.e. the interaction 
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probability of u-quarks, coming from its PDF, is greater than the d-quarks one, 

so the cross section of ! !  processes  ! ! ! ! ! ! ! ! (! ! )!  results wider than the 

! 𝑢  one ! ! ! ! ! ! ! ! ! ! ! ! ! .  Hence there is an asymmetric production of 

different sign W bosons that leads to an asymmetric lepton charge distribution. 

The ! 𝑡 process and the other backgrounds considered in these analyses are 

charge symmetric except for the single top and the diboson contribution. Once 

these backgrounds are subtracted from data the only remaining charge 

asymmetry source is from ! ! !"#$ . This allows making the following 

assumption 

 

 ! ! ! ! 𝑁! ! ! ! ! ! ! ! ! !  3.6  

 

where ! ! ! ! ! )  is the number of data events with a positive (negative) lepton and 

! ! ! ! ! !  is the number of positive (negative) W from ! ! !"#$ events. The total 

number of ! ! !"#$ events can be evaluated from equation 

 

 

! ! !! ! !!! ! ! ! ! ! ! !! ! !!
! ! !

!" ! ! ! !
!"

! ! !
!" ! ! ! !

!" ! ! ! ! ! ! ! !  

 

=
! ! !

! ! !
! ! ! ! ! ! ! !  

3.7  

 

where the cross section ratio ! ! ! ! !! ! ! ! ! ! ! ! ! !! ! ! ! ! !  is relatively 

well understood and can be estimated from Monte Carlo simulation [45]. This 
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procedure allows a reduction of the total ! ! !"#$ cross section uncertainty 

with respect to the only MC estimation.  

 

 

HEAVY  FLAVOUR  FRACTION 

The ! + !"#$ background is composed by heavy flavour components (!" ! , 

!" ! , !"  ) and a light flavour one (! ! ).  The determination of heavy flavour 

fraction (HFF) sources suffers of large theoretical uncertainties, as well as for 

the overall normalization. These uncertainties have a strong impact on the final 

samples selected after b-bagging requirements, so it is important to decrease 

them using data-driven estimation. The number of b-tagged events ! ! ! !"#
! !!"#  can 

be expressed for each jet multiplicity sample !  as a function of the number of 

events before b-tagging ! ! ! !"#
! !!"#$%&  (pre-tagging). The b-tagging probabilities 

! !! ! ! ! ! ! ! ! ! ! ! ! !!  for each flavour composition can be estimated by Monte 

Carlo studies. The flavour fraction of pre-tagged!events ! ! ! , ! ! ! , ! !  and ! ! , are 

the quantities needed to be measured: 

 

 ! ! ! !"#
! !!"# ! ! ! ! !"#

! !!"#$%& (! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ) 3.8  

 

The HFF sum must be equal to 1  

 

 ! ! ! ! ! ! ! ! ! ! ! ! ! ! !  3.9  
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and the number of ! ! !"#$ events in each jet multiplicity sample is equal to 

the number in data after the non-W component subtraction: 

 

 
! ! ! !"#

! ! ! ! ! !"#
!"#" ! ! ! ! !"#

!" !!"! ! ! ! ! ! ! !"#
!"#  

 
3.10  

The method first estimates HFF from the 2-jet multiplicity sample, the one with 

higher statistic and lower uncertainties. Equation 3.8 becomes  

 

 

 
! ! ! !"#

! !!"# ! ! ! ! !"#
! !!"#$%& ! ! ! ! !! ! ! ! !! ! ! ! ! ,! ! ! ! ! ! !! ! ! !! ! ! ! !! ! ! !!

! ! ! !! ! ! !! !  
3.11  

 

by substituting 

 ! ! ! ! ! ! ! ! ! ! ! ! !  3.12  

 

where ! ! ! ! ! !  is the ratio between !" !  and !" !  from Monte Carlo,  Treating 

separately the W+ and W- events and imposing the number of b-tagged W-

events should be the same in data and MC, it is possible to evaluate the flavour 

fractions. These values are applied to MC events and the procedure is 

iteratively repeated until no significance variations are observed. The same 

procedure is applied to higher jet multiplicity samples starting from HFFs 

found from the 2-jet multiplicity bin. 

 

 


